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Abstract

As huge amounts of knowledge are created rapidly,
effective information access becomes an important
issue. Especially for critical domains, such as med-
ical and financial areas, efficient retrieval of con-
cise and relevant information is highly desired. In
this paper we propose two new multi-document sum-
marization techniques that make use of WordNet, a
general knowledge source from Princeton Univer-
sity. We participated in the Text Analysis Confer-
ence 2008 update summarization task and ranked in
the middle tier of about 70 systems.
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1 Introduction

The explosive growth of the world wide web and
the increase in web “authors” have led to a growing

need for people to deal with an overwhelming num-
ber of text documents on a daily basis. Examples of
text documents include newspaper articles, discus-
sion forums posts, research papers, etc. Thus auto-
matic text summarization will increasingly be an in-
dispensable aid in the future. The goal of automatic
text summarization, which is a very challenging task,
is to condense text documents into their essence, and
display the result to the user. The consequence of
achieving this goal would be the ability for the users
to effectively manage more textual data in less or
equal time.

Automatic text summarization methods are of
two types: abstractive and extractive. Abstractive
methods may construct a summary using sentences
that are not necessarily in the original document or
some other abstract representation of the document,
e.g., [3]. Extractive methods on the other hand rely
only on sentences in the original document. In this
paper, the focus is on extractive methods so hence-



forth we will not refer to any abstractive methods
from the literature and whenever we speak of a sum-
marization method the term extractive is implicit.

1.1 Related Work

Many automatic text summarization systems employ
a vast array of statistical methods, e.g., see [1, 4, 5]
and the references cited therein. These methods
usually treat text documents as a bag of words
with no order, or meaning. Using this idea, many
systems were developed to be modestly success-
ful. However, a sentence is more than just a col-
lection of unordered words. Each sentence carries
meaning, and a truly good summary can be con-
structed only if meaning is incorporated into the sys-
tem. Recently, some research groups have started
experimenting with incorporating some semantics
into their systems, e.g., see the proceedings of the
Document Understanding Conference for the last
three years [6, 7, 8] athttp://www-nlpir.
nist.gov/projects/duc/pubs.html . For
instance, WordNet has been used to build lexical
chains of word synonyms for sentence filtering. We
use WordNet in a novel way for sentence filtering in
our framework called Document Map.

In this paper, we discuss background information
about WordNet and the medical ontology knowledge
sources in Section 2. Our summarization system ar-
chitecture and algorithm are presented in Section 3.
We present the evaluation results from the DUC 2007
main task in Section 4. In Section 5 we conclude and
discuss our future work.

2 Ontology knowledge

We use one ontology knowledge source in our sum-
marization system, WordNet, for which we give a
brief overview here.

2.1 WordNet

WordNet is utilized to decide which sentences are
more general, with the assumption that more general
sentences are more likely to be thematic sentences.
According to Fellbaum [2] “WordNet is neither a
traditional dictionary nor a traditional thesaurus but
combines features of both types. It resembles a the-
saurus in that its building block is a synset consisting
of all the words that express a given concept.” Ac-
cording to Miller [2], “The basic semantic relation in
WordNet is synonymy. Sets of synonyms (synsets)
form the basic building blocks. Although synonymy
is a semantic relation between word forms, the se-
mantic relation that is the most important in organiz-
ing nouns is a relation between lexicalized concepts.
It is relation of subordination (or class inclusion or
subsumption), which is called hyponymy.” Miller
writes in [2] that (page 26): “Since a noun usually
has a single hypernym, lexicographers include it in
the definition.” The key point to be noted is that al-
though the hypernymy relation is defined on synsets
in WordNet, and hence it could happen that a synset
can have more than one hypernym, this situation is
not frequent.1 The reason is that a synset is designed
to refer to a single concept and hence we need to dis-
ambiguate words in the document to find the correct
synset for a noun. For instance the word plant could
mean a factory in one context and could mean a tree
in another context. Hence the word plant would be
found in two different synsets in this case. The rela-
tion between nouns to other nouns, and verbs to other
verbs is used by WN-SUM.

We use the hypernymy relation between nouns,
which is defined as follows: A is ahypernymof B
if the meaning of A encompasses the meaning of B
(B is called thehyponym). For example,animal is a
hypernym ofdog, and adogis a hyponym ofanimal.

1We do take care of the situation in which there are multiple
hypernyms as explained in the WordNet score subsection.



All nouns in WordNet are stored in a graph (that is
close to a tree) that represents the hypernymy hierar-
chy. The wordentity is the root of the tree, because
it is believed to encompass the meaning of all other
nouns. Traversing down the tree manifests more spe-
cific nouns. Figure 1 shows a very small portion of
the hypernymy tree.
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Figure 1: Sample of WordNet hypernymy relation.

From observing the tree, it can be seen that more
specific nouns are closer to leaves, and more general
nouns are closer to the root. It is assumed that sen-
tences that have nouns closer to the root are more
likely to be thematic sentences.

WordNet also stores hypernymy relationships be-
tween verbs. The graph for verbs is not an almost
tree. Within the graph there might be multiple root
nodes. The assumption is, again, that a verb closer to
any of these roots is more general as compared to a
verb closer to any of the leaves. Therefore, sentences
that have verbs closer to a root are considered more

likely to be thematic sentences.

3 Summarization System Architec-
ture

Two systems were devised for multi-document up-
date summarization. Both systems used WordNet
distance of words in the sentence from words in the
topic title, a position score for the sentence in its doc-
ument and a topic score. For the topic score we used
the TextRank algorithm to extract topic words from
the documents. These scores were combined linearly
to get one score for each sentence.

The main difference between the two systems is
in the choice of sentences that are scored. For the
first system we scored only the first sentences in each
document. For the second system we scored all doc-
uments for a topic. Since we used all sentences in
System 2 we also added a redundancy module to it.
Sentences were dynamically scored for similarity to
the sentences already selected for the partial sum-
mary and sentences with high similarity values were
rejected.

4 Evaluation Results

In this section we discuss the TAC 2008 evaluation
results. This is the first year we participated in the
Document Understanding Conference update sum-
marization task, and our systems are ranked in the
middle tier of overall participating systems (shown
in the Table 1).

After analyzing the evaluation results on each
news summary, we found that System 1 performs
better than System 2, which suggests that the first
sentence in each document is quite useful for multi-
document summarization.



Topics Score Rank
Linguistic Quality B 2.396 27 out of 58

Basic Elements B 0.044 42 out of 72

Table 1: Average Evaluation Results for System 1

Topics Score Rank
Linguistic Quality B 2.354 31 out of 58

Basic Elements 0.036 56 out of 72

Table 2: Average Evaluation Results for System 2

5 Conclusion and future work

In this paper we presented our on-going work on
multi-document update summarization and our ex-
perience of participating in the TAC 2008. Ontol-
ogy knowledge is proven to be an effective way to
go beyond the mere keyword-based information re-
trieval methods. With our experiment, we feel that
ontology knowledge can be further utilized in other
fields of broad information management and knowl-
edge discovery process. Our future work includes:

1. Experimenting with different WordNet distance
functions.

2. Improving the redundancy module.
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