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Abstract

This paper presents our extractive summarization systems at the update summarization
track of TAC 2009. This system is based on our newly developed document summarization
framework under the theory of conditional information distance among many objects. The
best summary is defined in this paper to be the one which has the minimum information
distance to the entire document set. The best update summary has the minimum condi-
tional information distance to a document cluster given that a prior document cluster has
already been read. Experiments on the TAC dataset have proved that our method has got
a good performance in many categories.

1 Introduction

We participated in the update summa-
rization track of TAC 2009. The update
summarization task is to write a short (not
more than 100 words) summary of a set
of newswire articles, under the assump-
tion that the user has already read a given
set of earlier articles. The summaries will
be evaluated for readability and content
(based on Columbia University’s Pyramid
Method) [1]. We firstly proposed informa-

tion distance based approach in TAC 2008.
This year we have developed a framework
in which multi-document summarization
can be modeled by the information dis-
tance theory. The best summary is de-
fined as having the minimal information
distance (or conditional information dis-
tance) to the entire document set (if a prior
document set is given).

The paper is organized as follows. Sec-
tion 2 introduces our method in TAC 2008.



Our newly developed theory is described
in Section 3.1. Section 3 presents the sum-
marization method under the new theory
and experiments in Section 4 emphasize
the advantages of our work. Conclusions
and future work are outlined in Section 5.

2 Overview of Our Method in
TAC 2008

In TAC 2008, we firstly proposed to use
information distance to solve the summa-
rization problem [2]. Fix a universal Tur-
ing machine U . The Kolmogorov com-
plexity [3] of a binary string x conditioned
to another binary string y, KU(x|y), is the
length of the shortest (prefix-free) program
for U that outputs x with input y. It can be
shown that for a different universal Turing
machine U ′, for all x, y

KU(x|y) = KU ′(x|y) + C,

where the constant C depends only on U ′.
Thus KU(x|y) can be simply written as
K(x|y). We write K(x|ε), where ε is the
empty string, as K(x). It has also been de-
fined in [4] that the energy to convert be-
tween x and y to be the smallest number
of bits needed to convert x to y and vice
versa. That is, with respect to a universal
Turing machine U , the cost of conversion
between x and y is:

E(x, y) = min{|p| : U(x, p) = y,

U(y, p) = x} (1)

The following theorem has been proved
in [4]:

Theorem 1 E(x, y) = max{K(x|y), K(y|x)}.

Thus, the max distance was defined
in [4]:

Dmax(x, y) = max{K(x|y), K(y|x)}.
(2)

TAC update summarization task is to
write a short summary S of n newswire
articles B1, B2, . . . , Bn, under the assump-
tion that the user has already read a given
set of earlier m articles A1, A2, . . . , Am. In
TAC 2008, we use the following criteria to
select the best summary S:

min Dmax(S, B1B2 . . . Bm|A1A2 . . . Am),

|S| ≤ θ
(3)

S is selected from sentences of articles
A1, A2, . . . , Am. However, it is more or
less intuitive method.

This year we have set up a relatively
complete information distance summariza-
tion framework. Our new summarization
model in TAC 2009 is based on our newly
developed theory instead of an empirical
formula(Equation 3) in TAC 2008. Next
we will introduce this new framework.

3 New Summarization Frame-
work

Our new framework is based on our
newly developed theory of conditional in-
formation distance among many objects.
In this section we will firstly introduce our
newly developed theory and then our sum-
marization model based on the new theory.



3.1 New Theory

In [5], the authors generalize the the-
ory of information distance to more than
two objects. Similar to Equation 1, given
strings x1, . . . , xn, they define the minimal
amount of thermodynamic energy needed
to convert any xi to any xj as:

Em(x1, . . . , xn) =

min{|p| : U(xi, p, j) = xj for all i, j}
(4)

Then it is proved in [5] that:

Theorem 2 Modulo to an O(log n) addi-
tive factor,

min
i

K(x1 . . . xn|xi)

≤ Em(x1, . . . , xn)

≤ min
i

∑

k 6=i

Dmax(xi, xk) (5)

In update summarization, the summary
should contain new information which for-
mer documents have not mentioned, so we
extended Equation 5 in paper [6] to be:

Theorem 3 Modulo to an O(log n) addi-
tive factor,

min
i

K(x1 . . . xn|xi, c)

≤ Em(x1, . . . , xn|c)
≤ min

i

∑

k 6=i

Dmax(xi, xk|c)

(6)

where c is the conditional sequence that is
given for free to compute from sequence x
to y and from y to x.

Given n objects and a conditional se-
quence c, the left-hand side of Equation 6
may be interpreted as the most comprehen-
sive object that contains the most informa-
tion about all of the others. The right-hand
side of the equation may be interpreted as
the most typical object that is similar to all
of the others.

3.2 Modeling

We have developed the theory of con-
ditional information distance among many
objects. In this subsection, a new summa-
rization model be built based on our new
theory.

3.2.1 Modeling Traditional Summa-
rization

The task of traditional multi-document
summarization can be described as
follows: given n documents B =
{B1,B2,. . . ,Bn}, the task requires the sys-
tem to generate a summary S of B. Ac-
cording to our theory, the conditional in-
formation distance among B1,B2,. . . ,Bn is
Em(B).

However, it is very difficult to compute
Em. Moreover, Em itself does not tell us
how to generate a summary. Equation 5
has provided us a feasible way to approx-
imate Em: the most comprehensive ob-
ject and the most typical one are the left
and right of Equation 6, respectively. The
most comprehensive object is long enough
to cover as much information in B as pos-
sible, while the most typical object is a



concise one that expresses the most com-
mon idea shared by those objects. Since
we aim to produce a short summary to rep-
resent the general information, the right-
hand side of Equation 5 should be used.
The most typical document is the Bj such
that

min
j

∑

i6=j

Dmax(Bi, Bj)

However, Bj is far from enough to be a
good summary. A good method should
be able to select the information from B1

to Bn to form a best S. We view this
S as a document in this set. Since S is
a short summary, it does not contain ex-
tra information outside B. The best tra-
ditional summary Strad should satisfy the
constraint as:

Strad = arg min
S

∑
i

Dmax(Bi, S) (7)

In most applications, the length of S is
confined by |S| ≤ θ (θ is a constant in-
teger) or |S| ≤ α

∑
i |Bi| (α is a constant

real number between 0 and 1).

3.2.2 Modeling Update Summariza-
tion

Given a set of earlier m articles A =
{A1,A2,. . . ,Am}, the update summariza-
tion task is to summarize new con-
tents presented by a document set B =
{B1,B2,. . . ,Bm}. This earlier article set
A can be viewed as a precondition. Thus
this task can be well modeled by the condi-
tional version of information distance. The

best summary Sbest should satisfy the con-
straint as follows:

Sbest = arg min
S

∑
i

Dmax(Bi, S|A) (8)

If m = 0 (A = φ), it will be a traditional
multi-document summarization problem.
If m > 0 (A 6= φ), it will be a multi-
document update summarization problem.
Therefore, the traditional summarization
can be viewed as a special case of for-
mula 8.

According to [7], from Equation 8 we
can get:

Dmax(Bi, S|A) = Dmax(B
A
i , S)

where Bi is mapped to BA
i under the con-

dition of A. Then for a document Bi and
a document set A, BA

i is a set of Bi’s sen-
tences (Bi,ks) which are different from all
the sentences in A1 to Am:

BA
i = {Bi,k|∀ sen ∈

⋃
i

A′
i,

Dmax(Bi,k, sen) > ϕ} (9)

where A′
i is the sentence set of a document

Ai and ϕ is a threshold.
We have already developed a framework

for summarization. However, the problem
is that neither K(.) nor Dmax(., .) is com-
putable. we can use frequency count, and
use Shannon-Fano code [8] to encode a
phrase which occurs in probability p in ap-
proximately − log p bits to obtain a short
description.

This approximation method can deal
with a sentence in word and phrase granu-
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Figure 1. Comparisons

Table 1. Evaluation Results
Cluster Traditional Update

Evaluation Method Best Ours Rank Best Ours Rank
AVG Modified Score 0.383 0.311 9 0.307 0.296 4

MacroAVG Modified Score with 3 Models 0.377 0.316 9 0.303 0.292 4
AVG Linguistic Quality 5.932 5.682 3 5.886 5.886 1

AVG Overall Responsiveness 5.159 4.955 2 5.023 5.023 1

larities. Therefore, firstly we divide a sen-
tence into semantic elements; then infor-
mation distance between two sentences is
estimated through their semantic element
sets [6].

Semantic element extraction method
were simply implemented in TAC 2008 [2]
by using named entity recognition and
counting the overlap of the words and enti-
ties. However, an entity may have different
names. For example, “George Bush” and
“George W. Bush” were viewed as differ-
ent entities; “May 15th, 2008”, “May 15,
2008” and “5/15/2008” were recognized as
different dates in our TAC 2008 system.

We add coreference resolution to our
system this year. Firstly named entities
are normalized using wikipedia [9], then

different writing styles of dates such as
“May 15th, 2008”, “May 15, 2008” and
“5/15/2008” are normalized into the same
date through regular expressions. Experi-
ment results showed in [6] have proved the
effectiveness of our coreference resolution
method.

4 Experimental Results

In this section, we will firstly compare
our two different summarization method
(developed in TAC 2008 and 2009) and
then provide the evaluation results on TAC
2009.



4.1 Comparison with TAC 2008’s
Method

Firstly our newly developed method
(called “new method”) is compared with
the original one in TAC 2008 [2](called
“old method”). We compare these two
methods on the DUC 2007 and the TAC
2008 update datasets under the ROUGE-1
recall criterion. We can see from the Fig-
ure 1 the figure that our system has a got
much better performance after using the
method based on the newly developed the-
ory framework.

4.2 Results of TAC 2009

Finally our new method is tested on the
TAC 2009 dataset. The experiment re-
sults under pyramid evaluation methods
are shown in Table 1. The results of tradi-
tional summarization (Cluster A) and up-
date summarization (Cluster B) are listed
separately. “Best” means the best result
among all 52 submissions. “Ours” means
our system’s result. “Rank” means the
rankings of our result. We can see from
this table that our system performs bet-
ter on update datasets than on traditional
datasets. Our system has got the best re-
sult under average linguistic quality and
average overall responsiveness on update
datasets.

5 Conclusion and Future Work

In this paper, we have built up a docu-
ment summarization framework based on

the theory of information distance. Exper-
iments show that our approach performs
well on the TAC 2009 dataset. In future
work, we will further study our framework
and develop a better information distance
approximation method.
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