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1 Introduction

The system described below is based on the one described in paper [Per]
that uses directional text relatedness conditions for detecting textual entail-
ment between sentences. Some other conditions have been experimented
with that were generated automatically using a variant of Genetic Program-
ming. The sentences were searched regardless of the context in which they
appear, as the formulas used were not directly taking that into account.
The word relatedness score required by the formula uses not only identity
and synonymy, but almost all the WordNet relations. The part of speech
tagging was made using the latest version of the Stanford POS Tagger. We
show the results that we have obtained using our implementations for the
RTE-2010 test data and the ablation testing performed after.

2 Overview of the DirRelCond2 System

The theoretical background used by the DirRelCond2 system was presented
in the paper [Per] describing the earlier DirRelCond system for detecting
textual entailment.

Recall here the formula proposed in [TSMM09] for calculating the text
relatedness score:

rel(T, H)T =

∑
pos

∑
Ti∈WST

pos
(maxRel(Ti)× idf(Ti))∑

pos

∑
Ti∈WST

pos
idf(Ti)

(1)

3 Inside the DirRelCond2 System – The Condi-
tions

In this section we describe the component of our system, which uses (direc-
tional) conditions on the above mentioned relatedness scores for discovering
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entailment relations.
Condition (4) from [Per] was empirically tuned for the RTE-2010 devel-

opment dataset:
rel(T, H)H > rel(T, H)T + 0.6 (2)

In addition, we have experimented with other, more complex conditions
for detecting entailment. These conditions were earlier generated using Gene
Expression Programming (GEP) [Fer01, Olt09], using the 2009 development
dataset as reference.

Two of the individuals we have experimented with, and not used in the
previous DirRelCond system, were representing heuristics of the form:

rel(T, H)T < 0.4527× rel(T, H)3H (3)

rel(T, H)T + 1.15 < rel(T, H)2H + rel(T, H)H (4)

4 Experimental Results

The DirRelCond2 application was developed in Java for recognizing textual
entailment using the proposed conditions. The new component that was
introduced was for parsing all the input data given in the particular format
and constructing an object hierachy of it. This made it possible to form
hypothesis and text pairs as it was accepted by the earlier DirRelCond sys-
tem, which had to be slightly modified to use the new entailment conditions.
The system takes into account only these two sentences when deciding on
the trueth value of the entailment, ingnoring the context of the text that
they are part of, as it was the case in previous challanges.

A part of speech tagger was needed in order to distinguish the open class
words. We used the latest Stanford POS tagger implemented in Java [sta10]
for finding the sets of open-class words. For looking up words and word
relations, we used WordNet 2.1 [Fel98], accessed through the Java interface
provided by JWordNet [Fei08].

We worked with all the possible senses for Ti with the given pos. The
current implementation simplifies the relatedness formula by considering
idf(w) to be always 1 and hence the importance of a word w with respect
to some documents is neglected. A potential improvement would be to take
into account the entire set of sentences found in the development dataset
and use that to obtain this value.
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Our application participated at the RTE-2010 challenge, therefore it was
run several times against the development and testing datasets. The results
of the accuracies obtained are summarized in Table 1 below.

System Precision(%) Recall(%)
Run 1 (2) 38.99 41.80
Run 2 (3) 52.38 15.13
Run 3 (4) 61.76 17.78

Table 1: Comparison of RTE-2010 precisions and recalls obtained by our
DirRelCond2 system for the testsets.

The precision results show that condition (4) performed better than the
other conditions for the test set. Condition (3) and mainly condition (2)
did not scale well for newly seen data. However, condition (2) obtained the
best recall measure, while the others were significantly worse. This means
that if we are interested in discovering as many potential entailments as
possible, condition (2) is better, while if we want a greater certainty for the
entailment to hold, then (4) is a compromise solution. Overall the results
are acceptable if we take into account that no sentence context information
was used for producing the results.

The last stage of the contest required to perform ablation tests. As
opposed to last year’s approach, where we considered not breaking the unity
of the formula, we attempted to remove two crucial parts of the system, one
after the other. Condition (4) was the one being tested, since that produced
the best results. The first experiment, called abl1 had WordNet removed.
This way only basic word comparison was used instead of word relations.
The word relatedness score was a 1 only in case of identical words, otherwise
it was 0. The second experiment, called abl2 had in addition to abl1 the part
of speech tagger removed as well and therefore all words considered as having
the same POS, forming one big set.

Components Precision(%) RelPrec(%) Recall(%) RelRec(%)
abl1 70.00 -8.24 11.11 +6.67
abl2 75.97 -14.21 12.38 +5.40

Table 2: Comparison of RTE-2010 ablation testing precisions and recalls

After analyzing the ablation testing results, we can say that the precision
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of the system obtained after removing some components was better, however
the recall had diminished significantly. This is partly expected, because the
system was not running according to the formulas. This way the condition
became too restrictive, therefore the few conditions that were detected as
entailment were more likely to be indeed true.
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