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Abstract

This paper provides a brief description of

the system for recognizing textual entail-

ment (RTE) Language Computer Corpora-

tion (LCC) used in the 2008 TAC RTE-4

Evaluation. Our RTE-4 work follows our

previous work (Hickl and Bensley, 2007;

Bensley and Hickl, 2008; Hickl, 2008) in

using a pipeline of lightweight, largely sta-

tistical systems for commitment extraction,

lexical alignment, and entailment classifica-

tion in order to estimate the likelihood that a

t includes the linguistic content sufficient to

textually entail a h. Our system continues to

provide promising results: on the binary en-

tailment task, our system correctly classified

more than 74% of t-h pairs correctly.

1 Introduction

This paper provides a brief description of the system

for recognizing textual entailment (RTE) Language

Computer Corporation (LCC) used in the 2008 TAC

RTE-4 Evaluation.

This year’s evaluation marks the third consecu-

tive year that LCC has participated in a PASCAL

or TAC-sponsored RTE evaluation. While we have

experimented with different approaches designed to

increase the amount of lexicosemantic knowledge

available to an RTE system, our basic approach to

the problem of RTE has remained largely unchanged

over the past three years. Each of our RTE systems

(RTE-2 (Hickl et al., 2006), RTE-3 (Hickl and Bens-

ley, 2007), and this work) has used a lightweight sta-

tistical framework in order to estimate the likelihood

that a t textually entails an h. Under this framework,

we assume that hypotheses which share more lex-

ical and semantic features with one of the propo-

sitions inferable from a text will be more likely to

be textually entailed; in contrast, hypotheses which

differ markedly, or include potentially contradic-

tory (Harabagiu et al., 2006) features, will be less

likely to represent a valid instance of TE.

Our RTE-2 system (Hickl et al., 2006) followed

influential work by (Marsi and Krahmer, 2005;

Haghighi et al., 2005; Raina et al., 2005) in using

features derived from a graph-matching algorithm to

inform a Maximum Entropy-based entailment clas-

sifier. In order to increase the amount of lexicose-

mantic information available to this system, we fol-

lowed (Burger and Ferro, 2005) in using a heuristic-

based approach in order to generate 450,000 addi-

tional entailment pairs which could be used to train

an entailment classifier. In addition to these train-

ing examples, we also used a Web-based paraphrase

generation algorithm (based on (Barzilay and Lee,

2003)) to create “rough” paraphrases of 2- or 3-place

predicates included in either the t or h.

Our RTE-3 system (Hickl and Bensley, 2007)

used a lightweight information extraction frame-

work in order to enumerate all of the possible propo-

sitions that could be inferred from a t-h pair. Once

these commitments had been decoded from an en-

tailment pair, we showed that RTE could be per-

formed with greater than 80% accuracy – even with-

out access to additional sources of linguistic knowl-

edge. (In a departure from our RTE-2 work, our

RTE-3 system did not use any additional training ex-

amples or automatically-generated paraphrases in its



entailment estimation.)

This year, we used an implementation of the RTE

system described in (Hickl, 2008) to participate in

RTE-4. As such, the system description we present

in this (notebook) paper will share many similarities

with that work. We have been careful to point out

where the system deployed in RTE-4 differs from

the system developed for that previous work. This

system is very similar to our RTE-3 work in its use

of a commitment-based extraction framework; a dis-

cussion of how our current system differs from this

previous work is provided in (Hickl, 2008).

The rest of this paper is organized in the following

way. Section 2 provides a sketch of the system we

used in the PASCAL RTE-4 Challenge, while Sec-

tion 3 discusses results from this year’s evaluation,

and Section 4 provides our conclusions.

2 System Overview

In our work, we use our own implementation of the

lightweight method for RTE described in (Hickl and

Bensley, 2007) in order to compute the likelihood

that an edge (x → y) holds between a pair of nodes

(x, y).

Algorithm 1 Extracting Discourse Commitments

1: Input: An underlying argument structure S
2: Output: A syntactic tree Q corresponding to a well-formed

natural language question
3: for all Candidate answer c identified in {ai, ..., am} ∈ S
do

4: Adjoin(c,q0)
Associate c with the root node (q0) of syntactic tree Q
corresponding to the generated question

5: for all Non-terminal nodes {q1, ..., qn} in Q do
6: for all Grammar rules {ri, ..., rm} which apply to q

do
7: Generate structure K : {q′i, ..., q

′

n} described by
r

8: Determine p(K)
9: for all Grammar rules {r′i, ..., r

′

m} which apply to
K lower in Q do

10: Generate the structure K′ : {q′′i , ..., q′′n} de-
scribed by r′

11: Determine p(K′)
12: end for
13: if p(K) ≤ p(K′) then
14: Discard(K)
15: end if
16: end for
17: Adjoin(K,Q) which argmax p(K)
18: end for
19: end for

First described in (Dagan et al., 2005), the task of

recognizing textual entailment (RTE) requires sys-

tems to determine whether the meaning of a short

text passage can be conventionally inferred from

the meaning of some longer text passage. While

the recognition of textual inference (such as TE)

has traditionally been addressed using formal rea-

soning methods (such as automatic theorem prov-

ing (Tatu et al., 2006), model checking, or model

building (Blackburn and Bos, 2005)), a consider-

able amount of recent work conducted as part of

the PASCAL Recognizing Textual Entailment Chal-

lenges (Dagan et al., 2005; Bar-Haim et al., 2006;

Giampiccolo et al., 2007) have demonstrated the vi-

ability of relatively “shallow”, statistical learning-

based approaches to RTE. The architecture of our

system for recognizing textual entailment is pre-

sented in Figure 1.

We follow (Hickl and Bensley, 2007) in using

adopting an approach to RTE which explicitly con-

siders the set of discourse commitments that are

derivable from the textual content of a pair of

texts. In our work, we used the probabilistic finite-

state transducer (FST)-based information extraction

framework described in (Eisner, 2002) to extract

commitments from four different types of syntac-

tic constructions, including: (1) supplemental ex-

pressions (Huddleston and Pullum, 2002) (such as

as-clauses, non-restrictive relative clauses, nomi-

nal appositives, parenthetical adverbs, and epithets),

(2) coordination, (3) subordination, and (4) posses-

sives. Commitments were extracted using a series

of weighted regular expressions that were created by

hand; weights were learned for each regular expres-

sion r ∈ R using our implementation of (Eisner,

2002). After each candidate commitment was pro-

cessed by the FST, each commitment was then re-

submitted to the FST for additional round(s) of ex-

traction until no additional commitments could be

extracted from the input string.

1.  Bobby Zamora scored in the 57th minute.

2.  Bobby Zamora scored [on] Monday.

3.  Bobby Zamora lifted West Ham over Preston North End.

4.  Bobby Zamora [is a member of] West Ham.

5.  West Ham [is a sports team].

6.  West Ham was lifted over Preston North End.

Bobby Zamora scored in the 57th minute Monday

to lift West Ham over Preston North End.
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Figure 2: Sample Commitments

We then expand the total number of commitments
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Figure 1: Architecture for Recognizing Textual Entailment.

available from each sentence using the lightweight

approach to paraphrasing described in Section 2.

Paraphrases are generated by first selecting a pair of

arguments from each commitment; these arguments

are then used to retrieve a set of sentences contain-

ing both arguments and supplied to a clustering al-

gorithm in order to identify the constructions which

represent the best possible paraphrases of the com-

mitment.

Semantic dependencies identified by a PropBank-

based semantic parser were then used to convert

each commitment into a dependency graph, where

nodes were associated with individual tokens (or

phrases identified by a tokenizer) and edges were

associated with the set of syntactic or semantic de-

pendencies that link pairs of nodes. We then used

a variant of the maximum weighted matching ap-

proach introduced in (Taskar et al., 2005) in order to

identify the commitments in a {Cu} which represent

the best possible alignment for each commitment in

{Cv}.

We used the reciprocal best-hit method (Mushe-

gian and Koonin, 2005) in order to select pairs of

aligned commitments from {C} to be considered in

the recognition of textual entailment. Under this

method, a pair of commitments (cu, cv) was consid-

ered iff cu was found in the top-n alignments identi-

fied cv and iff cv was also found in the top-n align-

ments identified for cu.1

Once the best set of commitment alignments

({(cu1
, cv1

), ..., (cun
, cvn

)}) have been identified for

a pair of nodes, we use a decision tree classifier in

order to estimate the likelihood (expressed as the

confidence of classifying a pair of commitments as

either a positive or negative instance of textual en-

tailment) that a commitment from u textually entails

a commitment derived from v. We learn this clas-

sifier using a set of linguistic features analogous to

those described in several previous approaches, in-

1Values for n were selected by optimizing the performance
of the entailment classifier on our training set.

cluding (Hickl and Bensley, 2007; Marsi et al., 2007;

MacCartney et al., 2006; Zanzotto et al., 2006). In

our current model, we assume that the content of a

node u textually entails a node v iff there exists at

least some c ∈ Cu such that c |=te v.

3 Experiments and Results

We submitted one ranked run in our official submis-

sion for this year’s evaluation. Our results from the

RTE-4 Test Set are presented in Table 1.

IE IR QA SUM Total

Accuracy 0.773 0.76 0.72 0.71 0.746

Average Precision 0.779 0.797 0.717 0.717 0.7419

Table 1: RTE-4 Results per Task.

An in-depth analysis of these results, plus an eval-

uation of a second post-hoc experiment will be pro-

vided in the final camera-ready version of this paper.

4 Conclusions

This paper provided a formal description of the RTE

system Language Computer Corporation used in its

participation in the TAC RTE-4 evaluation. Our pri-

mary objective for participating in this year’s eval-

uation was to test the robustness of a mature sys-

tem (Hickl and Bensley, 2007; Hickl, 2008) on a

new RTE dataset. We expect that our participation

in this year’s evaluation will enable us to identify

key technology areas that should be targeted for fur-

ther research and development. We found that our

system continued to perform well on this year’s Test

Set, despite any major modifications: our RTE-4

system correctly classified 74.6% of t-h pairs as part

of the binary entailment task.

In future work, we plan to adapt our current

classification-based infrastructure to address multi-

way entailment tasks, such as a ternary classifica-

tion (YES, NO, UNKNOWN) or any n-ary classifica-

tion task that may be considered in future evalua-

tions. We anticipate that expanding the number of

classification outcomes will force us to rethink how



linguistic evidence is extracted – and marshalled – in

support of an entailment judgment and may require

a recasting of the commitment extraction framework

which our current RTE system is based on.
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