
 

 

Abstract 

This paper presents the Seventh Recog-

nizing Textual Entailment (RTE-7) chal-

lenge. This year’s challenge replicated 

the exercise proposed in RTE-6, consist-

ing of a Main Task, in which Textual 

Entailment is performed on a real corpus 

in the Update Summarization scenario; a 

Main subtask aimed at detecting novel 

information; and a KBP Validation Task, 

in which RTE systems had to validate 

the output of systems participating in the 

KBP Slot Filling Task. Thirteen teams 

participated in the Main Task (submit-

ting 33 runs) and 5 in the Novelty Detec-

tion Subtask (submitting 13 runs). The 

KBP Validation Task was undertaken by 

2 participants which submitted 5 runs. 

The ablation test experiment, introduced 

in RTE-5 to evaluate the impact of 

knowledge resources used by the sys-

tems participating in the Main Task and 

extended also to tools in RTE-6, was al-

so repeated in RTE-7. 

1 Introduction 

The Recognizing Textual Entailment (RTE) task 

consists of developing a system that, given two 

text fragments, can determine whether the mean-

ing of one text is entailed, i.e. can be inferred, 

from the other text. Since 2005, the task has 

been performed in annual RTE challenges which 

have helped foster the interest of the research 

community in Textual Entailment. The key to 

the popularity that the task has gained over the 

years is that Textual Entailment seems to work 

as a common framework in which to analyze, 

compare and evaluate different techniques used 

in NLP applications to deal with semantic infer-

ence. 

The first RTE challenge was launched in Eu-

rope in 2005 under the aegis of  PASCAL, and 

was followed by two other European rounds. In 

2008 RTE became a track at the Text Analysis 

Conference, joining the efforts with other com-

munities working on NLP applications such as 

Summarization and Knowledge Base Population 

(KBP). The collaboration with these other com-

munities was realized by attempting to apply 

RTE systems to specific application settings. In 

particular, the RTE-5 Pilot Search Task repre-

sented a decisive step forward, as Textual En-

tailment recognition was (i) performed on a real 
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text corpus for the first time, and (ii) set up in 

the Summarization setting, in the attempt to ana-

lyze the potential impact of Textual Entailment 

on a real NLP application. 

The RTE-6 challenge tried to capitalize on the 

advances made in the formulation of the Textual 

Entailment exercise, and pursued two aims, 

namely (i) to propose data sets which reflect the 

natural distribution of entailment in a corpus and 

present all the typical problems raised by Textu-

al entailment performed in a natural setting; and 

(ii) to further explore the contribution that RTE 

engines can provide to Summarization applica-

tions. In order to achieve these objectives, some 

innovations were introduced. First, the tradition-

al Main Task, in which the data sets were com-

posed of isolated, artificially created T(ext) – 

H(ypothesis) pairs, was replaced by a new Main 

Task that consisted of recognizing textual en-

tailment within a corpus. The task was situated 

in the Summarization setting as a close variant 

of the RTE-5 Pilot Task: given a corpus, a hy-

pothesis H and a set of "candidate" sentences 

retrieved by the Lucene search engine from that 

corpus for H, RTE systems are required to iden-

tify all the sentences that entail the H among the 

candidate sentences.  

Second, in RTE-6 a Novelty Detection Sub-

task aimed at specifically addressing the needs 

of the Summarization Update scenario was also 

included, where a system had to judge whether 

the information contained in each hypothesis H 

is novel with respect to  (i.e. not entailed by) the 

information contained in the corpus. Another 

major innovation in RTE-6 was represented by 

the KBP Validation Pilot Task, in which RTE 

systems had to validate the output of systems 

participating in the KBP Slot Filling Task (an 

advanced Information Extraction task). The goal 

of this was to show the potential utility of RTE 

systems for Knowledge Base Population and 

Information Extraction. 

As in RTE-5, ablation tests on the knowledge 

resources and tools used by participating sys-

tems were also required, with the aim of study-

ing the relevance of such resources in recogniz-

ing Textual Entailment.  

In order to ensure the continuity with the pre-

vious challenge and allow participants to address 

the novelties introduced for the first time in 

RTE-6, the same tasks were used in RTE-7 

without significant changes, following the well-

established practice of not significantly changing 

the task every year. 

 

This paper describes the preparation of the da-

ta sets for the Main, Novelty Detection and KBP 

Validation tasks, the metrics used for the evalua-

tion of the systems’ submissions, and a prelimi-

nary analysis of the results of the challenge. In 

Section 2 the Main Task is presented, describing 

the data sets, the evaluation methodology, and 

an analysis of the results achieved by the partic-

ipating systems. Section 3 is dedicated to a de-

tailed presentation of the Novelty Detection 

Subtask, and the KBP Validation Task is de-

scribed in Section 4. In Section 5 the RTE-7 ab-

lation tests, together with the RTE Knowledge 

Resources initiative, are presented. Conclusions 

and perspectives on future work are outlined in 

Section 6. 

 

2 The RTE-7 Main Task: Recognizing 

Textual Entailment within a Corpus 

Textual Entailment is defined as a directional 

relationship between two text fragments - T, the 

entailing text and H, the entailed text - so that T 

entails H if, typically, a human reading T would 

infer that H is most likely true (Dagan et al., 

2006).   

This definition of entailment is based on (and 

assumes) common human understanding of lan-

guage as well as background knowledge; in fact, 

for Textual Entailment to hold it is required that 

text and knowledge entail H, but knowledge 

alone cannot entail H. This means that H may 

be entailed by incorporating some prior knowl-

edge that would enable its inference from T, but 

it should not be entailed by that knowledge 

alone. In other words, H is not entailed if H is 

true regardless of T.  

The task of Recognizing Textual Entailment 

within a corpus, which was introduced as a pilot 

task in RTE-5 (see Bentivogli et al., 2009b) and 

became the Main task in 2006, consists of find-

ing all the sentences in a set of documents that 

entail a given Hypothesis. In such a scenario, 

both T and H are to be interpreted in the context 

of the corpus, as  they  rely  on  explicit  and 



 

 

implicit references to entities, events, dates, 

places, situations, etc. pertaining to the topic
1
.  

As in RTE-6, the RTE-7 Main Task is  situat-

ed in the Summarization application setting, 

which means that (i) the RTE corpus is taken 

from the 2009 and 2010 Summarization Task 

data set and (ii) the Hs are standalone versions 

of sentences in that data set, partly selected 

among the sentences incorporated into some of 

the automatic summaries created by the systems 

participating in the Update Summarization 

Task
2
, and partly taken directly from Summari-

zation data set documents. 

The goal of the task is to explore the contribu-

tion that RTE engines can make to Summariza-

tion. In fact, in  a general summarization setting, 

correctly extracting all the sentences entailing a 

given candidate statement for the summary (sim-

ilar to Hs in RTE) corresponds to identifying all 

its mentions in the text, which is useful for as-

sessing the importance of that candidate state-

ment for the summary and, at the same time, 

detecting those sentences which contain redun-

dant information and should probably not be 

included in the summary.  

The rest of Section 2 describes the Main Task 

in detail, presenting a description of the task, the 

resulting data set, the metrics used to evaluate 

the systems’ submissions and the results ob-

tained. 

2.1 Task Description 

In the RTE-7 Main Task, given a corpus, a hy-

pothesis H, and a set of "candidate" entailing 

sentences for that H retrieved by Lucene from 

the corpus, RTE systems are required to identify 

all the sentences that entail H among the candi-

date sentences.  

The task is not performed on all the sentences 

in the corpus, but only on a subset of candidates 

retrieved by Lucene in a preliminary Infor-

mation Retrieval filtering phase performed by 

the organizers while building the data set. 

For this filtering phase, the retrieval compo-

nent has to consider (i) each hypothesis as a que-

                                                 
1 For an analysis of the relevance of discourse phenomena 

in Textual Entailment see (Bentivogli et al., 2009a).  
2
 In the 2009 Summarization Task, the automatic summar-

ies were an assembly of (sometimes modified) selected 

corpus sentences rather than synthesized sentences. 

ry and (ii) the corpus sentences as “the docu-

ments” to be retrieved. For this purpose, the 

Apache Lucene
3

 text search engine, Version 

2.9.1, was used with the following characteris-

tics: 

 StandardAnalyzer (tokenization, lower-

case and stop-word filtering, basic clean-

up of words) 

 Boolean “OR” query 

 default document scoring function. 

Regarding the number of sentences to be con-

sidered as candidates for entailment, the same 

criterion as in RTE-6 was followed: only the 100 

top-ranked sentences retrieved by Lucene for 

each H were included in the data set. This choice 

was based on a study carried out in 2010 show-

ing that with such setting Lucene achieves a re-

call of about 0.80, providing a good compromise 

between a sufficient  number of entailing sen-

tences and a manageable amount of annotations 

needed for the creation of a gold standard – even 

though, in this way, about 20% of entailing sen-

tences, present in the corpus but not retrieved by 

Lucene, get lost. Unlike in RTE-6, this year the 

Lucene ranking score for each H was given to 

participants as supplementary information re-

garding the preliminary IR phase. 

Note that a certain number of Hs have no en-

tailing sentences in the corpus, and also that 

some documents in the corpus do not contain 

any entailing sentences.  

The example below presents a hypothesis (H) 

referring to a given topic, and some of the entail-

ing sentences (T) among the larger set of candi-

date sentences retrieved by Lucene: 

 
H: Lance Armstrong is a Tour de France winner.  

T1: Claims by a French newspaper that seven-time 

Tour de France winner Lance Armstrong had taken 

EPO were attacked as unsound and unethical by the 

director of the Canadian laboratory whose tests saw 

Olympic drug cheat Ben Johnson hit with a lifetime 

ban.  

(AFP_ENG_20050824.0557  s_id="1" ) 

T2:  L'Equipe on Tuesday carried a front page story 

headlined "Armstrong's Lie" suggesting the Texan 

had used the illegal blood booster EPO 

(erythropoeitin) during his first Tour win in 1999. 

  (doc="AFP_ENG_20050824.0557" s_id="2") 

T3: The exploits of seven-times Tour de France cham-

pion Lance Armstrong, who is alleged to have used 

                                                 
3
 http://lucene.apache.org/ 



 

 

the banned blood booster EPO (erythropoietin) in 

1999, are also down to the use of other banned sub-

stances according to one expert. 

(doc="AFP_ENG_20050831.0529"  s_id="1") 

T4: Armstrong, who retired after his seventh yellow 

jersey victory last month, has always denied ever 

taking banned substances, and has been on a major 

defensive since a report by French newspaper 

L'Equipe last week showed details of doping test 

results from the Tour de France in 1999. 

(doc="AFP_ENG_20050831.0529"  s_id="3") 

T5: French sports daily L'Equipe reported Tuesday that 

Lance Armstrong used the performance-enhancing 

drug  EPO to help win his first Tour de France in 

1999, a report the seven-time Tour winner vehe-

mently denied 

(APW_ENG_20050823.0684 s_id=1) 

 

Note that while only the subset of the candi-

date entailing sentences must be judged for en-

tailment, these sentences are not to be consid-

ered as isolated texts. Rather, the entire corpus 

to which the candidate entailing sentences be-

long is to be taken into consideration in order to 

resolve discourse references and appropriately 

judge the entailment relation. For instance, the 

second sentence in the example above (T2) is 

considered an entailing sentence because from 

its context it can be seen that “the Texan” and 

“Tour” refer respectively to “Lance Armstrong” 

and “Tour de France”, mentioned earlier in the 

discourse. 

2.2 Data Set Description 

The RTE-7 Main data set is based on the data 

created for the TAC 2008 and 2009 Update 

Summarization Task. The TAC 2008 and 2009 

SUM Update data consists of a number of top-

ics, each containing two sets of documents, 

namely (i) Cluster A, made up of the first 10 

texts in chronological order (of publication 

date), and (ii) Cluster B, made up of the last 10 

texts.  

The RTE-7 data set is composed of 20 topics, 

10 used for the Development Set and 10 for the 

Test Set. For each topic, the RTE-7 Main Task 

data consist of:  

a) A number of Hypotheses (between 20 and 

40) referring to the topic. The Hypotheses 

are standalone sentences taken from the 

TAC Update Summarization corpus – i.e. 

both Cluster A and Cluster B documents.  

b)  A set of 10 documents, corresponding to the 

Cluster A corpus. 

c) For each H, a list of up to 100 candidate en-

tailing sentences (the Ts)  from the Cluster 

A corpus, together with their location in the 

corpus and Lucene ranking score. 

While Ts are naturally occurring sentences in 

a corpus and are to be taken as they are, the Hs 

were slightly modified from the originals so as 

to make them standalone sentences. The proce-

dure applied for the creation of the Hs is de-

scribed in the following section. 

2.3 Creation of the Hypotheses 

In the creation of the Hypotheses, two criteria 

were followed, namely (i) to be as consistent as 

possible with the Summarization scenario, and 

cover as much as possible the content of some 

automatic summaries by systems participating in 

the Update Summarization Task and  (ii) to pro-

vide a sufficient number of entailing sentences, 

in order to respond to the needs of TE systems. 

To meet these criterea, we adopted a slightly 

different H creation methodology from that used 

in RTE-6. In fact, in last year’s challenge the 

goal was that all the content of the automatic 

summaries of  the 10 best scoring systems
4
 par-

ticipating in the TAC 2009 Update Summariza-

tion Task was captured by the Hs. However, in 

the end not all the content was represented, due 

to practical constraints, namely (i)  keeping the 

number of Hs within the fixed maximum of 30 

and (ii) maximizing the number of entailing sen-

tences, which required leaving out some infor-

mation that made a H too specific.  

In order to improve the coverage of the au-

tomatic summaries’ content, and at the same 

time keep the number of Hs manageable, in 

RTE-7 we chose to cover the prominent majority 

of the content of only the 3 best scoring systems’ 

automatic summaries (instead of 10 as it was in 

RTE-6). The same procedure defined last year 

was followed to cover the vast majority of the 

information contained in the three summaries. 

First, all the sentences present in the 3 summa-

ries were collected. When a summary sentence 

contained several pieces of information, it was 

divided into simpler content units, which were 

                                                 
4
 According to the Pyramid evaluation results for summar-

ies of Cluster B (see Dang and Owczarzak, 2009). 



 

 

then rephrased as standalone sentences. For ex-

ample, from the summary sentence (taken from 

Topic 828 in Test Set) “Martha Stewart, who is 

about to get out of prison, seems to have under-

gone a makeover on the cover of the latest 

Newsweek”, the following Hs were created: 
 

- H1213: Martha Stewart is about to get out of 

Alderson Federal Prison Camp.  

- H1214: Martha Stewart seems to have undergone 

a makeover on the cover of the latest Newsweek.  

- H1215: Martha Stewart seems to have undergone 

a makeover.  

- H1216: Martha Stewart was on the cover of the 

latest Newsweek.  

 

Moreover, although the original sentences 

were turned into Hs as verbatim as possible, mi-

nor syntactic and morpho-syntactic changes 

were introduced, if necessary, to produce gram-

matically correct standalone sentences. Similar-

ly, discourse references were also resolved – for 

instance, in H1213 above the original phrase 

“out of prison” was resolved as “out of Alderson 

Federal Prison Camp.”, on the bases of  the 

context from which the summary sentence was 

taken. 

In order to obtain a sufficient number of en-

tailing sentences, as required for the RTE task, 

an additional number of Hs was created directly 

from the Cluster A corpus text snippets, even if 

not present in the automatic summaries (differ-

ently from RTE-6 where the additional Hs were 

taken from Cluster B). 

Regarding time anchoring, T and H are natu-

rally anchored to the publication date of the 

document from which they are taken. This must 

be taken into account while interpreting T and H 

verb tenses, since verb tenses are intrinsically 

deictic and depend on their anchor time (for 

more detail, see Bentivogli et al., 2009a). 

2.4 The Final Data Set 

Note that, unlike in RTE-6, the Main Task data 

set does not contain all the created Hs. Rather, in 

order to keep the number of Hs manageable, a 

selection was made, which did not include some 

of the Hs created from the automatic summaries 

that had no entailing sentences.  

The Development Set is composed of 10 top-

ics, and contains globally 284 Hs, 91 of which  

were not taken from the automatic summaries 

but directly from Cluster A sentences. For each 

H of a topic, all the candidate entailing sentences 

(100 at most) had to be judged for entailment, 

yielding 21,420 sentence annotations, of which  
1,136  are “entailment” judgments (note that the 

same sentence can be a candidate for - and entail 

- more than one H). 110 Hs do not have entailing 

sentences, while the remaining 174 have at least 

one entailing sentence.  

The Test Set is also composed of 10 topics, 

and contains globally 269 Hs, 77 of which were 

not taken from the automatic summaries but di-

rectly from Cluster A sentences. There are 

22,426 sentence annotations, 1,308 of which  are 

“entailment” judgments. 83 Hs do not have en-

tailing sentences, while the remaining 186 have 

at least one entailing sentence. 

In order to assure the creation of a high quali-

ty resource, the whole data set was annotated by 

three assessors. Once the annotation was per-

formed, a reconciliation phase was carried out to 

eliminate annotators’ mistakes and leave only 

real disagreements. After the reconciliation 

phase, the inter-annotator agreement calculated 

using the Kappa statistics (Siegel and Castellan, 

1988; Fleiss, 1971) was 98.35 % for the Devel-

opment Set and 98.51 % for the Test Set
5
. 

2.5 Evaluation Measures 

The evaluation was carried out in the same way 

as in the RTE-6 Main Task. System results were 

compared to a human-annotated gold standard 

and the metrics used to evaluate system per-

formances were Precision, Recall, and F-

measure.  

The official metric chosen for ranking systems 

was micro-averaged F-measure. Additionally, 

macro-averaged results for topics were made 

available to participants. As systems were not 

forced to retrieve at least one entailing sentence 

for each topic, in order to calculate macro-

averaged results it was decided that, if no sen-

tence   was   returned  for   a  given  topic,   the 

Precision for that topic is 0. Also, as many Hs 

had no entailing sentences, macro-averaged re-

sults for hypotheses were not calculated. 

                                                 
5 It is worth mentioning that the percentage of agreement 

over those annotations where at least one assessor said YES 

was 95.51% for the Development Set and 95% for the Test 

Set. 



 

 

   

RUN 
Micro-Average Macro-Average (by TOPIC) 

Precision Recall F-measure Precision Recall F-measure 

BIU1 38.97 47.4 42.77 41.3 
 

48.2 

 
 

44.48 

BIU2 41.81 44.11 42.93 43.16 
 

45.12 

 
 

44.12 

BIU3 39.26 45.95 42.34 41.00 
 

47.07 

 
 

43.83 

BUPTTeam1 45.02 44.95 44.99 47.53 
 

46.41 

 
 

46.96 

BUPTTeam2 48.93 40.37 44.24 52.22 
 

41.88 

 
 

46.48 

BUPTTeam3 51.99 36.93 43.18 56.21 
 

38.63 

 
 

45.79 

CELI1 41.88 46.56 44.10 46.63 
 

47.65 

 
 

47.14 

DFKI1 49.4 37.54 42.66 53.98 
 

38.85 

 
 

45.19 

DFKI2 50.77 37.92 43.41 56.03 
 

39.5 

 
 

46.34 

DFKI3 53.07 36.31 43.12 58.85 
 

37.63 

 
 

45.9 

FBK_irst1 52.43 32.19 39.89 56.42 
 

33.55 

 
 

42.08 

FBK_irst2 52.33 31.73 39.50 55.46 
 

32.96 

 
 

41.35 

FBK_irst3 46.59 38.07 41.90 51.07 
 

39.86 

 
 

44.78 

ICL1 47.88 21.56 29.73 49.23 
 

24.59 

 
 

32.8 

IKOMA1 46.96 49.08 48.00 48.94 
 

50.22 

 
 

49.58 

IKOMA2 58.48 30.05 39.70 58.87 
 

31.95 

 
 

41.42 

IKOMA3 46.51 49.46 47.94 48.37 
 

50.53 

 
 

49.43 

JU_CSE_TAC1 58.92 19.95 29.81 66.59 
 

20.74 

 
 

31.63 

JU_CSE_TAC2 26.66 35.55 30.47 40.63 
 

35.65 

 
 

37.98 

JU_CSE_TAC3 25.16 36.85 29.90 38.99 
 

36.95 

 
 

37.94 

SINAI1 47.08 8.64 14.60 50.15 
 

9.21 

 
 

15.56 

SINAI2 42.99 3.52 6.50 42.95 
 

3.75 

 
 

6.89 

SINAI3 47.3 8.72 14.72 50.6 
 

9.27 

 
 

15.68 

SJTU_CIT1 18.52 27.6 22.17 18.35 
 

27.03 

 
 

21.86 

SJTU_CIT2 16.5 38.3 23.07 16.1 
 

37.24 

 
 

22.48 

SJTU_CIT3 17.92 33.33 23.31 17.49 
 

32.49 

 
 

22.74 

te_iitb1 20.67 60.24 30.78 25.06 
 

63.11 

 
 

35.87 

u_tokyo1 46.49 43.58 44.99 48.44 
 

45.24 

 
 

46.78 

u_tokyo2 47.55 42.35 44.80 48.75 
 

43.61 

 
 

46.04 

u_tokyo3 46.84 43.58 45.15 48.63 
 

45.24 

 
 

46.87 

UAIC20111 45.4 18.12 25.90 54.17 
 

19.03 

 
 

28.17 

UAIC20112 30.21 25.84 27.85 35.18 
 

27.51 

 
 

30.88 

UAIC20113 18.04 29.66 22.43 23.78 
 

32.29 

 
 

27.39 

 

Table 1. Main Task results (in bold Best run of each system) 
 



 

 

2.6 Submitted Systems and Results 

Thirteen teams participated in the Search Task, 

submitting a total of 33 runs. Table 1 presents 

the micro- and macro-averaged results of all the 

submitted runs. Details about Precision, Recall, 

and F-measure for single topics can be found in 

the Notebook Appendix. As regards overall re-

sults on micro-average, Table 2 shows some F-

measure statistics, calculated both (i) over all the 

submitted runs and (ii) considering only the best 

run of each participating group. 

A first general analysis of the results shows 

that, unlike in RTE-6, almost two thirds of the 

systems performed higher in Precision than in 

Recall. Considering the difference between Pre-

cision and Recall within each run, a large varia-

bility is noted between the systems, ranging (on 

micro-averaged results) from (0.07 

BUPTTeam1) to 39.57 (te_iitb1). Generally a 

better trade-off between Precision and Recall 

was seen as compared with the last challenge.  

Five Information Retrieval baselines were al-

so calculated. The results are shown in Table 3. 

The first four baselines were created considering 

as entailing sentences respectively the top 5, 10, 

15, 20 sentences ranked by Lucene. The fifth 

baseline considered as entailing sentences all the 

candidate sentences to be judged for entailment 

in the Main Task, i.e. the top 100 sentences (at 

most) retrieved by Lucene. 

Table 3 shows that Baseline_5 performed 

best, scoring an F-measure of 37.41, which is 

1.46 points above the average, 4.49 points below 

the median and 10.59 points below the best sys-

tem’s F-measure. 

Comparing the results achieved in RTE-6 and 

in RTE-7, we see that although the best result is 

essentially the same, an improvement of the 

overall performances has been registered, as 

median and average values are higher both con-

sidering all submitted runs and only the best 

runs  for  each  system. Regarding  the  baseline, 

 
F-measure All runs Best runs 

Highest  48.00 48.00 

Median 39.89 41.90 

Average 35.06 35.95 

Lowest  6.50 14.72 

Table 2. Main Task F-measure statistics 

 Precision Recall F-measure 

Baseline_5 37.00 37.84 37.41 

Baseline_10 27.07 55.20 36.33 

Baseline_15 21.15 64.65 31.85 

Baseline_20 17.71 71.64 28.40 

Baseline_100 5.83 100 11.02 

Table 3. Baseline results 

a similar trend as in RTE-6 is recorded. 

The positive overall  performance of the sys-

tems confirms that RTE techniques could be 

used, in addition to single IR techniques, to help 

summarization systems in detecting sentences 

that imply each other, and thus removing dupli-

cates.  

3 Novelty Detection Subtask  

The Novelty Detection Subtask consists of judg-

ing if the information contained in each H - 

drawn from the cluster B documents - is novel 

with respect to the information contained in the 

set of Cluster A candidate entailing sentences. If 

for a given H one or more entailing sentences 

are found, it means that the content of the H is 

not new. On the contrary, if no entailing sen-

tences are detected, it means that the information 

contained in the H is novel.  

The Novelty Detection Subtask is aimed at 

specifically addressing the needs of the Summa-

rization Update Task. In this task, systems are 

required to write a short summary of a set of 

newswire articles, under the assumption that the 

user has already read a given set of earlier arti-

cles. In such a setting, it is important to distin-

guish between novel and non-novel information. 

RTE engines which are able to detect the novel-

ty of Hs - i.e., find Hs which have no entailing 

Ts - can help Summarization systems filter out 

non-novel sentences from their summaries. 

From the systems’ point of view, the Novelty 

Detection Subtask was similar to the Main Task, 

and did not require any additional annotations. 

Rather, the novelty detection decision could be 

derived automatically from the number of entail-

ing sentences found for each H: when no entail-

ing sentences for that H were found among the 

Cluster A candidate entailing sentences, then the 

H was judged as novel. In contrast, if one or 

more entailing sentences were retrieved for a 

given H, then the H was judged as non-novel. As 



 

 

in the Main Task, for non-novel Hs all the en-

tailing sentences had to be returned as justifica-

tion of the judgment. Given this setting, the par-

ticipants in the Subtask had the opportunity to 

tune their systems specifically for novelty detec-

tion, without having to change their output for-

mat. 

Nevertheless, the Novelty Detection Task dif-

fered from the Main Task because it contained a 

different set of Hs from that used for the Main 

Task (see Section 3.1). Moreover, the system 

outputs were scored differently, using specific 

scoring metrics designed for assessing novelty 

detection. In the following, both the data set and 

the evaluation metrics are described in detail. 

3.1 The Data Set 

The Novelty Detection data set is similar to the 

Main task data set except that it contains a dif-

ferent set of Hs and corresponding candidate 

sentences. In the Main task, Hs are taken both 

from Cluster B automatic summaries and Cluster 

A sentences. However, the Hs that are not taken 

from the automatic summaries are less interest-

ing from a Summarization perspective, because 

they typically have relatively numerous entailing 

sentences in the Cluster A corpus and can be 

more easily recognized as non-novel by the 

summarization systems. Therefore, the Novelty 

Detection data contain all and only the Hs taken 

from Cluster B automatic summaries – specifi-

cally representing the prominent majority of the 

content of the automatic summaries of the three 

best Summarization systems. 
6
 

The Development Set is composed of 10 top-

ics, and contains globally 254 Hs. Among them, 

159 Hs contain novel information (i.e. they have 

no entailing sentences), whereas 95 Hs do not 

contain novel information, with a total number 

of entailing sentences of 576. 

The Test Set is composed of 10 topics, and 

contains globally 302 Hs. Among them, 195 Hs 

contain novel information (i.e. they have no en-

tailing sentences), whereas 107 Hs do not con-

                                                 
6
 A typical kind of information which was  not covered by 

the Hs are the sources of news (e.g., given the sentence 

“Norwegian Foreign Minister will visit Sri Lanka, the 

Norwegian Embassy said in a press release.”, the piece of 

information “the Norwegian Embassy said in a press re-

lease” is not included in the H set). 

tain novel information, with a total number of 

entailing sentences of 779. 

The inter-annotator agreement calculated us-

ing the Kappa statistics was 98.21% for the De-

velopment Set and 98.06% for the Test Set. 

3.2 Evaluation Measures 

As in the Main Task, the system results were 

compared to the human-annotated gold standard. 

Two scores were used to evaluate the system 

performance on the Novelty Detection Task, 

namely: 

1) The primary score is Precision, Recall and F-

measure computed on the binary novel/non-

novel decision. The novelty detection decision 

was derived automatically from the number of 

justifications provided by the system - i.e. the 

entailing sentences retrieved for each H - where 

0 implies ‘novel’, 1 or more ‘non-novel’. 

2) The secondary score measures the quality of 

the justifications provided for non-novel Hs, that 

is the set of all the sentences extracted as entail-

ing the Hs. This type of evaluation is the same as 

the one carried out for the Main Task, and uses 

the same metrics, i.e. Micro-averaged Precision, 

Recall and F-measure. 

3.3 Submitted Systems and Results 

Five teams participated in the Novelty Detection 

Task, submitting 13 runs. Table 4 presents the 

results of the Novelty Detection and Justification 

scores for all the systems participating in the 

task. More details about Precision, Recall and F-

measure for the single topics can be found in the 

Notebook Appendix.  

For overall results on Novelty Detection and 

Justification scores, Table 5 shows some F- 

measure statistics, calculated both over all the 

submitted runs and considering only the best run 

of each participating group. 

Eleven out of 13 submitted runs scored above 

80, and considering only the best runs of each 

system, three out of 5 systems achieved an F-

measure above 86.26. Both average and F- 

measure values - 85.72 and 86.26 respectively -

show a good overall performance of the systems. 

Unlike in RTE-6, Precision was generally higher 

than Recall, scoring above 90 in 8 cases out of 

13, compared to Recall values which remained 



 

 

RUN 
Evaluation - Micro-Average Justification- Micro-Average 

Precision Recall F-measure Precision Recall F-measure 

BIU1 90.74 75.38 82.35 31.47 43.26 36.43 

BIU2 91.61 72.82 81.14 32.41 41.85 36.53 

BIU3 90.12 74.87 81.79 36.34 40.31 38.22 

CELI1 88.83 85.64 87.21 37.92 33.25 35.43 

DFKI1 92.16 72.31 81.03 37.55 33.5 35.41 

DFKI2 93.38 72.31 81.50 38.36 33.63 35.84 

DFKI3 91.72 73.85 81.82 39.42 31.32 34.91 

IKOMA1 88.73 92.82 90.73 51.84 27.09 35.58 

IKOMA2 86.92 95.38 90.95 60.61 20.54 30.68 

IKOMA3 88.73 92.82 90.73 51.84 27.09 35.58 

JU_CSE_TAC1 80.18 93.33 86.26 51.19 16.56 25.02 

JU_CSE_TAC2 90.6 69.23 78.49 21.94 33.63 26.56 

JU_CSE_TAC3 90.37 62.56 73.94 20.37 34.27 25.55 

Table 4. Novelty Detection task results (in bold the Best run of each system) 

below 80, except in 5 cases (see Table 4). Re-

garding the difference between Precision and 

Recall within each single run, it varied consider-

ably, ranging from a minimum of 3.19 in CELI1 

to a maximum of 27.81 in JU_CSE_TAC3.  

A baseline was calculated in which all the Hs 

are classified as novel. The baseline scored a 

Precision of 64.57, a Recall of 100, and a corre-

sponding F-measure of 78.47. This baseline, 

which indicates the proportion of novel Hs in the 

Test Set, is below the average, and is outdone by 

the best run results of all systems.  

As far as Justification is concerned, unlike in 

RTE-6 the results did not align with the perfor-

mances in the Main Task, the best system scor-

ing an F-measure of 38.22. Table 4 shows that 8 

out of 13 runs achieved better Precision than 

Recall, in some cases also significantly, such as 

in IKOMA2 where Precision is 40.07 above Re-

call. 

Overall, the results achieved in RTE-7 show a 

good improvement with respect to RTE-6. In 

fact, comparing F-measure values to those rec-

orded last year, the best primary score F-

measure raised from 82.91 to 90.95; the median 

from 78.70 to 86.26 and the average from 72.41 

to 85.72. 

This confirms that Summarization systems 

could exploit the Textual Entailment techniques 

for novelty detection when deciding which sen-

tences should be included in the Update sum-

maries. 

 

4 Knowledge Base Population Valida-

tion Task 

The experiment carried out in the RTE-6 

Knowledge Base Population (KBP) Validation 

Pilot was performed again In RTE-7. The goal 

of this task, based on the TAC KBP Slot Filling 

Task (McNamee and Dang, 2009), is to show 

the potential utility of RTE systems for 

Knowledge Base Population, similar to the goals 

in the Summarization setting, thus representing 

another step towards the creation of a common 

framework in the field of text understanding. 

4.1 Task Description 

The KBP Validation Task is situated in the 

Knowledge Base Population scenario and aims 

to validate the output of the systems participat-

ing in the KBP Slot Filling Task by using Tex-

tual Entailment techniques. The idea of using 

Textual Entailment to validate the output of NLP 

systems was partly inspired by a similar experi-  

 
NOVELTY  

DETECTION 

JUSTIFICATION 

(non novel Hs) 

F-measure All 

runs 

Best 

runs 

All 

runs 

Best 

runs 

Highest 90.95 90.95 38.22 38.22 

Median 81.82 86.26 35.43 35.58 

Average 83.69 85.72 33.21 34.32 

Lowest 73.94 81.82 25.02 26.56 

Table 5. Novelty Detection F-measure statistics 



 

 

ment, namely the Question Answering Valida-

tion Task, performed as a part of the CLEF Con-

ferences from 2006 to 2008 (Peñas et al., 2007). 

The KBP Slot Filling Task, on which the 

Validation Task is based, consists of searching a 

collection of documents and extracting values 

for a pre-defined set of attributes (“slots”) for 

target entities. In other words, given an entity in 

a knowledge base and an attribute for that entity, 

systems must find in a large corpus the correct 

value(s) for that attribute and return the ex-

tracted information together with a corpus 

document supporting it as a correct slot filler.  

The RTE KBP Validation Task is based on 

the assumption that an extracted slot filler is cor-

rect if and only if the supporting document en-

tails a hypothesis summarizing the slot filler. For 

example, consider the following slot filler and 

supporting document returned by a KBP system 

for the “age” attribute for the target entity 

“Simon Cowell”: 

KBP System Input 

- Target Entity: “Simon Cowell” 

- Slot: Age 

- Document collection 

 
KBP System Output 

- Slot Filler: “47” 

- Supp. Doc ID:  
APW_ENG_20070315.1712.LDC2009T13  

 

If the slot filler is correct, then the document 

APW_ENG_20070315.1712.LDC2009T13  must entail 

one or more of the following Hypotheses, cre-

ated from the slot filler: 

 

H1:  Simon Cowell  is aged 47. 

H3:  Simon Cowell's age is 47. 

H4:  Simon Cowell  is age 47. 

H5:  Simon Cowell  is 47 years old. 

In other words, the KBP Validation Task con-

sists of determining whether a candidate slot 

filler is supported in the associated document 

using entailment techniques. 

Each slot filler submitted by a system partici-

pating in the KBP Slot Filling Task results in 

one evaluation item (i.e. a T-H “pair”) for the 

RTE-KBP Validation Task, where T is the 

source document that was cited as supporting the 

slot filler, and H is a set of simple, synonymous 

Hypotheses created from the slot filler.  

A distinguishing feature of the KBP Valida-

tion Task is that the resulting T-H pairs differ 

from the traditional pairs because (i) T is an en-

tire document, instead of a single sentence or a 

paragraph and (ii) H is not a single sentence but 

a set of roughly synonymous sentences repre-

senting different linguistic realizations of the 

same slot filler. 

Another major characteristic of the KBP 

Validation Task, which distinguishes it from the 

other RTE challenges proposed so far, is that the 

RTE data set is created semi-automatically from 

KBP Slot Filling participants’ submissions, and 

the gold standard annotations are automatically 

derived from the KBP assessments.  

4.2 Data Set Description 

The RTE-7 KBP Validation data set was based 

on the data created for the KBP 2009, 2010  and 

2011 Slot Filling Task. More precisely, the De-

velopment Set, consisting of the RTE-6 Devel-

opment and Test sets merged together, was cre-

ated from the 2009 and 2010 KBP data, whereas 

the Test Set was created from KBP 2011 data.  

The creation of the RTE-7 KBP Validation 

Task data set was semi-automatic and took as 

starting points (i) the extracted slot-fillers from 

multiple systems participating in the KBP Slot 

Filling task and (ii) their assessments
7
. 

During a first manual phase, before the auto-

matic generation of the Hs for the data set, sev-

eral “seed” linguistic realizations of templates 

were created for each target slot, expressing the 

relationship between the target entity and the 

extracted slot filler. For example, given the at-

tribute “origin” belonging to a target entity of 

type “person”, the following templates were 

manually created: 
 

Template 1:  X’s origins are in Y 

Template 2:  X comes from Y 

                                                 
7 As the Slot Filling task can be viewed as a more tradi-

tional Information Extraction task, the methodology used 

for creating the T-H pairs in this Task was the same as that 

adopted for the manual creation of IE pairs in the Main 

Task data sets from RTE-1 to RTE-5. In order to create 

those IE pairs, hypotheses were taken from the relations 

tested in the ACE tasks, while texts were extracted from the 

outputs of actual IE systems, which were fed with relevant 

news articles. Correctly extracted instances were used to 

generate positive examples, and incorrect instances to gen-

erate negative examples. 



 

 

Template 3:  X is from Y 

Template 4:  X origins are Y 

Template 5:  X has Y origins 

Template 6:  X is of Y origin 
 

Then, each slot filler submitted by a system par-

ticipating in the KBP Slot Filling Task became 

one evaluation item and was used to automati-

cally create an RTE T-H pair. The T corre-

sponded to the corpus document supporting the 

answer (as identified by the KBP system), while 

the H was created by instantiating all the tem-

plates for the given slot both with the name of 

the target entity (X) and the slot filler extracted 

by the system (Y). Providing all the instantiated 

templates of the corresponding slot for each sys-

tem answer meant that each T-H pair does not 

contain only a single H, but rather a set of syn-

onymous Hs. This setting has the property that 

for each example either all Hs for the slot are 

entailed or all of them are not.  

The procedure adopted to create the Hs im-

plied that some automatically generated Hs 

could be ungrammatical. While the Hs’ tem-

plates are predefined, the slot fillers returned by 

the KBP systems are strings which can be in-

complete, include extraneous text, or belong to a 

POS which is not compatible with that required 

by a specific H template. For instance, in the 

example below, given (i) the H templates for the 

slot “origin”, (ii) the target person entity “Simon 

Cowell” and (iii) a correct slot filler “British”, 

both grammatical and ungrammatical Hs within 

the same evaluation item were obtained, i.e.: 
H1: Simon Cowell 's origins are in British. 

H2: Simon Cowell comes from British. 

H3: Simon Cowell is from British. 

H4: Simon Cowell origins are British. 

H5: Simon Cowell has British origins. 

These ungrammaticalities were left in the data-

set. 

The RTE gold standard annotations were 

automatically derived from the KBP assess-

ments, converting them into Textual Entailment 

values. The assumption behind this process is 

that the KBP judgment of whether a given slot 

filler is correct coincides with the RTE judgment 

of whether the text entails the template instanti-

ated with the target entity and the automatically 

extracted slot filler. As the KBP assessments 

were 4-valued, a mapping was necessary to con-

vert KBP assessments into entailment values: 

“correct” and “redundant” KBP judgments were 

mapped into YES entailment; “wrong” judg-

ments were mapped into NO entailment; and, as 

“inexact” judgments could result both in YES 

and NO entailment values, RTE pairs involving 

“inexact” KBP judgments were excluded from 

the data set.   

As in all RTE data sets, temporal issues arise. 

However, as no temporal qualifications are de-

fined for the KBP slots, differences in verb tense 

between the Hypothesis and Document Text in 

the RTE KBP Validation Task had to be ig-

nored.  For example, in the KBP Slot Filling 

Task, “Tucson, Ariz.” is considered a correct slot 

filler for the “residence” attribute of the target 

entity “Chris Simcox” if the supporting docu-

ment contained the text “Chris Simcox lived in 

Tucson, Ariz., before relocating to Phoenix”; 

therefore, in the KBP Validation Task, the Hy-

pothesis “Chris Simcox lives in Tucson, Ariz.” 

must be considered as entailed by the same 

document. 

4.3 Final Data Set 

The RTE-7 Development set consisted of a 

set of T-H pairs from the combined RTE-6 De-

velopment and Test sets
8
, from which the fol-

lowing  pairs have been removed:  

- the pairs generated for the location slots 

“place of birth”, “place of death”, “resi-

dence”, and “headquarters”,  which were 

present only in the RTE-6 Development 

set and were replace by more specific 

slots (e.g., “city of birth”, “state or prov-

ince of birth”, and “country of birth”...) in 

the  RTE-6 Test set; 

- the pairs generated for the slot “other fam-

ily”, which was present only in the RTE-6  

Development set, and was not included in 

the Test set as it overgenerated 'YES' en-

tailments with respect to KBP "Correct" 

judgments; 

- pairs where the Ts were speech transcrip-

tions, which were particularly difficult to 

                                                 
8 The data for the RTE-6 Development and Test sets were 

created from the KBP slot-filling system output and slot-

filler assessments from KBP 2009 and 2010 respectively. 

For more details, see (Bentivogli et al., 2010) 



 

 

process as did not contain punctuation and 

capitalization 

- the pairs where the T’s are web docu-

ments. 9 

Moreover, a number of other pair types were 

removed following the criteria used in the RTE-

6 data set generation.
10

 

The final Development Set contained 24,808 

T-H pairs, among which 2,231 pairs were posi-

tive examples (entailment value "YES"), and 

22,577 were negative examples (entailment val-

ue "NO"). 

 

RUN 
GENERIC 

Precision Recall F-measure 

JU_CSE_TAC2 11.79 49.14 19.02 

CELI3 10.47 29.05 15.39 

JU_CSE_TAC1 8.01 97.55 14.80 

CELI2 8.72 36.74 14.09 

CELI1 8.13 43.7 13.71 

 TAILORED 

JU_CSE_TAC2 10.97 55.9 18.34 

JU_CSE_TAC3 10.97 55.9 18.34 

JU_CSE_TAC1 10.8 56.43 18.13 

Table 6. KBP Validation results  

(in bold the Best run of each system) 

The KBP Validation Test Set was created from 

the KBP 2011 assessments. Once unsuitable 

pairs were removed, the Test Set was created 

from the 24,140  KBP 2011 Slot Filling Task 

assessments., obtaing a total of 23,998 T-H 

pairs. 

4.4 Evaluation Metrics 

System results were compared to the gold stan-

dard created automatically from the KBP as-

sessments of the systems’ output. The system 

performances were measured calculating Micro-

Averaged Precision, Recall, and F-measure.  

                                                 
9 The decision to remove the pairs where the T’s are web 

documents was taken based on the fact that Web docu-

ments are on average significantly longer and require much 

more time to process, representing a major issue for RTE-6 

systems participating in the KBP Validation task. 
10

 Namely (i) pairs for which the original KBP assessment 

was "inexact"; (ii) pairs involving KBP system answers of 

type "NO_RESPONSE"; (iii) duplicate KBP submissions 

(same answer and document) 

4.5 Submitted Systems and Results 

Two different types of submissions were al-

lowed for this task: 

 one for generic RTE systems, for which 

no manual effort was allowed to tailor the 

generic system to the specific slots (be-

yond fully automatic training on the De-

velopment Set);  

 the second for manually tailored systems, 

where additional manual effort could be 

invested to adapt the systems for the spe-

cific slots. 

Two groups participated in the task, both 

submitting runs for generic systems and one 

submitting tailored runs as well. Eight runs were 

submitted in total – 5 generic and 3 tailored.  

Table 6 presents the results, ranked according 

to F-measure scores. The median F-measure for 

the all generic runs is 14.80, meanwhile the av-

erage value for best runs is 17.20 (15.00 consid-

ering all runs); on manually tailored submis-

sions, the average value is 18.27. Overall, the 

performances were lower than in RTE-6, where 

the best F-measure score in the generic task was 

25.5. Moreover, this year the best result in the 

tailored task was lower than in the generic task, 

while in 2010 the manually tailored systems 

scored higher than the generic ones. All the sys-

tems generally had higher Recall scores than 

Precision, which was quite low both in  generic 

and tailored systems, except in one case. More 

details about Precision, Recall, and F-measure 

for each single Slot are given in the Notebook 

Appendix. 

A baseline which classifies all Ts as entailing 

their corresponding Hs was calculated. The idea 

behind this baseline is that it reflects the cumula-

tive performance of all KBP 2010 Slot Filling 

systems, as the RTE-KBP data set includes only 

Ts which were proposed as implying the corre-

sponding H by at least one KBP system. The 

baseline, which also indicates the percentage of 

entailing pairs in the test set, scored a Precision 

of 6.42, a Recall of 100, and a corresponding F-

measure of 12.07. Both participating systems 

outperformed the baseline, suggesting that a slot 

filling validation filter using RTE techniques 

could be useful for KBP systems.  



 

 

The task proved to be particularly challenging 

for RTE systems, probably due to the fact that 

the KBP Validation data set was significantly 

larger than in the other RTE tasks, and most 

RTE systems are currently not robust enough to 

process such a large amount of data.  

5 System approaches 

The twelve systems for which reports have 

been submitted do not present any significant 

novelties in addressing the entailment task, pro-

posing strategies already experimented, even 

though some interesting variations have been 

introduced. 

5.1 Main task 

Machine learning is the approach of choice in 

eight systems out of twelve, integrating a variety 

of features and techniques. BIU proposes a new 

version of its transformation-based approach 

using entailment rules and syntactic motivated 

operations  to perform a sequence of inference 

steps from T to H, which is finally validated by a 

confidence model. A large number of systems 

exploit similarity measures and matching algo-

rithms applied at different levels – lexical, syn-

tactic or semantic. FBK attempts an approach 

which moves from token-level to phrase-level 

overlap, also using paraphrases from parallel 

data as the main source of lexical knowledge for 

mapping. DFKI approaches lexical similarity by 

treating T and H as translation of the same 

source sentence and using the METEOR score to 

define feature templates to capture similarity 

between T and H. IKOMA system combines en-

tailment scores calculated by lexical matching 

with machine learning, using a filtering mecha-

nism aimed at discarding T-H pairs which are 

not entailing, despite high entailment scores 

based on lexical similarity. SJTU-CIT uses ma-

chine learning algorithms combined with 

knowledge drawn from different resources, such 

as WordNet, VerbOcean and Wikipedia, and 

features that quantify lexical, syntactic and se-

mantic level matching between T and H. 

u_tokyo uses different WordNet based similarity 

measure to determine the entailment judgment. 

A distance-based approach is implemented by 

EDITS, an open-source RTE package that was 

exploited by two groups. CELI proposes a new 

version of it, EDIT-GA,  extended with genetic 

algorithms, i.e. a direct stochastic method for 

global search and optimization that mimics natu-

ral evolution. Also SINAI uses EDITS, integrat-

ing Personalized Page Rank Vectors (PPVs) by 

means of rules to provide knowledge about the 

probability of entailment or contradiction be-

tween T and H. 

Among the systems which do not use machine 

learning techniques, two systems adopt a rule-

based approach, namely ICL -which built an in-

ference model based on entailment rules, using 

also syntactic analysis tools and lexical and se-

mantic  resources-, and UAIC –which additional-

ly exploits  the notion of predication driven enti-

ty matching. The remaining systems are based 

on similarity measures or matching algorithm: 

BUPTT measures the word overlap between T 

and H; and JU_CSE_TAC system is made up by  

four modules that perform lexical word match-

ing and measure syntactic similarity over chunks 

and named entities. 

5.2 KBP Validation task 

Two systems, JU_CSE_TAC and CELI, at-

tempted also the KBP Validation Task. 

JU_CSE_TAC experimented with both generic 

and tailored tasks. For the generic task, they use 

two different methods, (i) one based on entity 

and verb matching in H and T; (ii) the other us-

ing Lucene fed with entities from H as queries to 

retrieve relevant documents from the corpus and 

basing the entailing judgment on whether or not 

the corresponding T is found in the top retrieved 

documents. In the tailored task, validation rules 

extracted from the development data for each 

attribute  are  applied. CELI first performs a pre-

liminary filtering phase, where sentences in T 

are selected as entailing candidates only if they 

contain at least one lexical matching with H; 

then  EDITS-GA trained over development data 

for optimal configuration is used to assess en-

tailment between each H and the set of entailing 

candidate sentences selected from the corre-

sponding T. 

6 RTE-7 Ablation Tests and RTE 

Knowledge Resources initiative 

Also in RTE-7, ablation tests, introduced first in 

RTE-5 to perform an evaluation of the impact of 



 

 

knowledge resources (and from RTE-6 also of 

tools), were required of participants in the Main 

task. The idea is that ablating the resources and 

tools used by a system allows those resources’ 

and tools’ contribution to the system’s perfor-

mance to be evaluated. The kind of ablation tests 

required in the RTE-7 Main Task consists of 

removing one module at a time from a system, 

and re-running the system on the test set with the 

other modules. By comparing these results to 

those achieved by the complete system, the prac-

tical contribution of the individual component 

can be assessed.  

As in previous challenges, the participants  

responded well to the initiative. In fact, out of 13 

participants in the Main task, 10 submitted abla-

tion tests, while three could not carry out any 

tests because the architecture of the system did 

not allow the removal of any components. In 

total, 31 ablations tests were performed and 

submitted. Despite these guidelines, 7 submitted 

ablation tests did not specifically ablate knowl-

edge resources or tools, but a variety of other 

system components, such as entailment algo-

rithms, empirically estimated thresholds, and 

other statistical features. In two cases, a combi-

nation of different components was removed 

from the system instead of a single one.  

Results for all the submitted ablation tests are 

in the Notebook Appendix. Table 7 gives sum-

mary information about the 21 ablation tests 

complying with our requirements. For knowl-

edge resources, 16 ablation tests were carried 

out on a total of 7 different resources. For tools, 

5 ablation tests were performed to evaluate 2 

types of tools. For each ablated component, the 

number of ablation tests submitted is shown, 

together with the number of runs showing a 

negative or positive impact of the resource/tool 

on the system performance.  

Note that while the data provided by the abla-

tion tests can provide an indication of the actual 

contribution of a component to the performance 

of a specific system, determining the general 

impact of a knowledge resource or a tool is not 

straightforward, since the same resource can be 

used in different ways by different systems, and 

thus the results of different ablation tests on the 

same resource are not fully comparable. For in-

stance, Table 7 shows that a common resource 

such as WordNet had a small positive impact in 

most cases - and sometimes it even slightly 

worsened the system’s performance - except in 

the case of U_CSE_TAC1_abl1, in which the 

removal of WordNet caused a decrease of 9.81 

points in the F-measure value. A similar behav-

iour can be also noticed regarding Wikipedia, 

another commonly used resource. Detailed data 

on the ablation test results are provided in the 

Appendix and can be used for further analysis. 

In fact, since a better knowledge of how re-

sources and tools can be best utilized within 

Textual Entailment may be relevant for the re-

search, a study of the ablation test results may 

help not only to identify which resources were 

more useful within each system but, considering 

the architecture of the systems that performed 

well, also to learn how to effectively use such 

resources.  

Another initiative to promote the study of the 

impact of knowledge resources on Textual En-

tailment consists in making available the results 

of all the ablation tests carried out so far on the 

RTE Knowledge Resources web page where a 

list   of   the   "standard"   knowledge   resources 

(currently 36 publicly available and 15 non-

publicly) used to design RTE systems in the 

challenges held so far is also found.
 11

 

Participants are encouraged to help keep the 

page up-to-date, sharing their own knowledge 

resources and tools, not only to contribute to the 

research on the impact of knowledge resources 

on RTE, but also to have the opportunity to fur-

ther test and leverage such resources and tools. 

7 Conclusions and Future Work 

After the major innovations introduced in the 

RTE-6 challenge - which marked the transition 

from the traditional Main Task proposed in the 

first five RTE challenges to a new Main Task in 

which textual entailment recognition was per-

formed on a real text corpus - RTE-7 followed 

the well-established practice of not significantly 

changing the tasks every year, in order to ensure 

continuity with the previous challenge and allow 

participants to address the novelties introduced 

for the first time in RTE-6. So this year the 

RTE-6 tasks were repeated, introducing only  
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minor changes. 

The Main Task was mainly aimed at further 

testing textual entailment performed in a corpus, 

while the Novelty Detection Task was primarily 

dedicated to explore how TE systems can help 

Summarization systems to filter out non-novel 

sentences from their summaries. Similarly, the 

KBP Validation Task’s goal was to show the 

potential utility of RTE systems for Knowledge 

Base Population and Information Extraction. 

The results in the Main task largely reflected 

those achieved in RTE-6, but an improvement of 

the overall performances was recorded. In fact, 

if on the one hand the best F-measure score was 

practical identical to that achieved last year, on 

the other hand the median and average F-

measure values were higher than in RTE-6. 

The Novelty Detection Subtask confirmed the 

success of the previous exercise, recording high-

er best, median and average scores, which fur-

ther showed that RTE systems perform well in 

detecting novelty, and could be useful for Sum-

marization systems.  

As regards the KBP Validation Task, it 

demonstrated once again to be the most complex 

of the tasks proposed, and only two participants 

took part in the exercise. Even though the rea-

sons which make this task so arduous have not 

been properly investigated yet, the impression is 

that a major discouraging factor lies in the diffi-

culty that current RTE systems have in pro-

cessing large amounts of data.  

Overall, the RTE-7 tasks confirmed that en-

tailment systems may play an important and ef-

fective role within semantic applications. In fact, 

the results obtained so far represent an encour-

agement to further promote the advancement of 

the state of the art in textual entailment recogni-

tion, and to continue the effort to demonstrate its 

applicability and usefulness in other real-life 

application scenarios, as it has already done in 

the fields of automatic summarization and 

knowledge base population.  
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 WordNet 8 5  
0.64 

9.81 
2.62 3 

-0.05 

-0.14 
-0.10 

VerbOcean 1 1 5.93 5.93 - - - 

Wikipedia 3 2 
1.56 

8.89 
2.25 1 -2.64 -2.64 

DIRECT 1 1 0.94 - - - - 

Paraphrase table 1 - - - 1 -1.43 -1.43 

CatVar 1 1  0.84 0.84 - - - 

Acronym Lists 1 - - - 1 -0.16 -0.16 

T
o

o
ls

 Coreference Resolver 1 1 0.69 0.69 - - - 

Named 

Entities Recognition 
4 2 

2.08 

7.97 
5.03 2 

-0.89 

-8.29 
-4.59 
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