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1 Introduction

The TAC1 update summarization task is a shared
task in which peer systems summarize a collection
of documents, and then summarize a second set of
documents assuming the user has already read the
first set of documents. In the 2010 and 2011 versions
of this task, the summaries additionally are “guided”
to include certain aspects for pre-defined categories.
For example, if the category of the document collec-
tion is a natural disaster, the aspects might include
the date and location of the event, and the number of
people killed.

For our submission, we run our general extractive
multi-document summarization system (Mason &
Charniak, 2011) on the TAC 2011 data. This system
was developed for the earlier DUC-style summariza-
tion tasks2, and has outperformed other state-of-the-
art systems in both automatic and manual evalua-
tion. The purpose of this submission is to measure
how well a general word frequency-based system
does on the guided summarization task, and whether
the generated summaries cover the required aspects.

2 Methodology

For the non-update guided summaries, we make no
changes from our system as presented in (Mason &
Charniak, 2011). Our system is based on the doc-
ument model of (Haghighi & Vanderwende, 2009),
in which each word from the original documents is
drawn from one of three vocabulary distributions:
general English vocabulary (φb), vocabulary specific

1http://www.nist.gov/tac/
2http://duc.nist.gov/

to one document (φd), and content vocabulary for
the document set (φc). Their system then finds an
extractive summary that minimizes KL(φc||S), the
KL divergence between the content vocabulary dis-
tribution, and the distribution of all words in the ex-
tracted summary. The extracted sentences are or-
dered according to their relative positions in their
source documents.

We improve upon that objective by explicitly
penalizing summaries that contain content that is
specific to individual documents. These mea-
sures are linearly combined to get the objective
minKL(φc||S) − KL(φd||S). For further details
about the implementation of our system and its per-
formance on the DUC 2008 dataset, see (Mason &
Charniak, 2011).

For the update summaries, we train a new doc-
ument model on the second set of documents,
and find updated topics φbu, φdu, and φcu. In
order to not contain earlier information, we in-
clude sentences from the earlier summary, S in
the objective along with the candidate update sum-
maries Su. We then find the extractive sum-
mary from the updated documents that minimizes
KL(φcu||S+ Su)−KL(φdu||S+ Su).

3 Results

The TAC dataset provided contains 44 document
collections, with 20 documents in each. The docu-
ments are split equally into two sets, where all the
documents in the first set chronologically precede
the documents in the second. Submissions to the
guided summarization task contain for each docu-
ment collection, a summary ’A’ on the first docu-



Metric Run 28-A Run 28-B
Pyramid
Average Modified Pyramid Score (Rank) 0.446 (5) 0.321 (14)
Average numSCUs (Rank) 5.682 (9) 3.545 (15)
Average numrepetitions (Rank) 1.136 (32) 0.523 (30)
s Macroaverage modified score w/ 3 models (Rank) 0.441 (5) 0.317 (14)
Assessor Scores
Average Overall Response (Rank) 3.000 (10) 2.341 (23)
Average Linguistic Quality (Rank) 2.955 (20) 2.864 (20)

Table 1: Manual evaluation results for our submission, with ranks relative to 50 submitted runs. Note that for average
numrepetitions, lower scores are better (eg, Run 28-A has the 18th highest number of repetitions, so its rank is 32).

ment set, and an update summary ’B’ on the second
set (assuming the user has already read the docu-
ments in the first set).

There were 50 submissions in total. The ID for
our system is 28. Table 1 shows the results of man-
ual evaluation for the summaries.

For the ’A’ summaries, our system ranks compet-
itively among its peers at covering required aspects,
as measured by the Pyramid scores. The Pyramid
scores measure coverage of manually defined sum-
mary content units (SCUs) (Nenkova et al., 2007).
We rank 5th out of 50 submissions for average mod-
ified Pyramid score, and 9th for the average number
of SCUs. However, our system’s summaries are rel-
atively weak in linguistic quality, and have more re-
dundancies than the average submitted summaries.
Due to these readability issues, our summaries are
only ranked 10th overall.

Our ’B’ summaries (update summaries) did not
score as highly as the ’A’ summaries for content.
This is partially due to a mistake in our update objec-
tive. The update summary should be written assum-
ing the user has already read the previous document
set – while our update objective only assumes the
user has read the previous summary based on those
documents.

4 Conclusion

We participated in the TAC 2011 guided summariza-
tion task using a state-of-the-art general summariza-
tion system. Although our system does not explicitly
model categories and aspects, its performance for
content is still competitive with the other peer sys-
tems. The weakest quality of the summaries is the

amount of redundancy. For future work, the sum-
maries could be improved by compressing the ex-
tracted sentences to remove redundant information,
and reordering the sentences in order to make the
summaries easier to read.
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