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Abstract

This paper presents the LIF system for the
TAC’2011 Multilingual pilot track. We fol-
lowed a language-independent approach to
summarization for this task. In particular, we
tried to remove the following dependences to
language: sentence segmentation, word seg-
mentation, stop-word lists, and word-level rel-
evance assessment. We applied these mod-
ifications to an MMR-based system and ob-
served little degradation on English data. The
submitted system had a bug that impeded all
official results, therefore we propose in this
paper an updated set of results with relevant
analysis.

1 Introduction

The aim of the TAC Multilingual summarization pi-
lot is to evaluate the performance of automatic sum-
marizers on a range of languages. The task can ei-
ther be tackled by adapting a system to each lan-
guage or designing a language-independent system
that will not need further adaptation for processing
new languages. We follow the later approach and
try to design a system that removes as many as-
sumptions about the language of the documents be-
ing processed.

We have identified several language-dependent
factors in existing summarization systems.

• Sentence segmentation: most extractive sum-
marizers rely on sentence boundaries, that can
be detected using punctuation and abbreviation
lists.

• Tokenization: rules to split a sequence of words
are language independent, an can be non trivial,
as for instance in Chinese.

• Relevance assessment: relies mostly on com-
paring word frequency histograms, and in-
volves language-dependent stop-word lists.

• Morphological, syntactic and semantic analy-
sis, information extraction: high-level process-
ing often requires dictionaries and corpora to
train the analysers.

• Training data: any supervised summarizer
needs training data from the same language as
used in the documents to be summarized.

In this work, we focus on the notion of word, the
notion of sentence and stop-word lists. We mod-
ify a system based on the Maximal Marginal Rel-
evance (MMR) algorithm (Carbonell and Goldstein,
1998) in order to remove or reduce those factors.
In particular, sentence segmentation is replaced by
a crude heuristic: use the last character of the in-
put documents as splitting point; the need for word
tokenization is replaced by using character n-grams
to represent the content of sentences (Damashek,
1995); stop-word lists are not needed because we
only include character sequences of length n, with
n long-enough to cover multiple words relevance is
assessed at the n-gram level instead of the word level
using the unmodified cosine/tfidf framework.

After presenting related work (Section 2), the pa-
per exposes our methodology and in particular our
system for TAC’2011 (Section 3) and discusses the



results of the evaluation on both older TAC datasets
and the multilingual pilot (Section 4).

2 Previous work

The work in extractive summarization has mostly re-
volved around sentence selection algorithms: non-
redundant relevance maximization (Carbonell and
Goldstein, 1998; Radev et al., 2004), graph-based
ranking (Mihalcea and Tarau, 2004), global infer-
ence (McDonald, 2007), probabilistic topic-driven
modeling (Chang and Chien, 2009), or event-
based scoring (Filatova and Hatzivassiloglou, 2004).
These well-known methods have in common that
they all assume the availability of a sentence seg-
mentation and that stop words (non-content words)
are removed before processing.

Supervised methods for summarization (Kupiec
et al., 1995; Shen et al., 2007; Berg-Kirkpatrick
et al., 2011), that make most of TAC submissions,
directly learn to select sentences. They require train-
ing data in the same language as the documents be-
ing summarized. In addition, they often take advan-
tage of features extracted from high-level informa-
tion extracted from the documents, such as syntac-
tic trees (Siddharthan et al., 2004), entities and re-
lations (White et al., 2001) or sentiments (Titov and
McDonald, 2008), which rely on supervised systems
that also need training data.

However, there has been work on unsupervised
natural language processing in a variety of areas use-
ful for summarization: Chung and Gildea (2009)
take advantage of bilingual text alignments to per-
form unsupervised tokenization; Kiss and Strunk
(2006) proposed a method for unsupervised sen-
tence segmentation but that method still assumes
the knowledge of punctuation marks; Unsupervised
part-of-speech tagging and grammar induction are
also mature fields (Goldwater and Griffiths, 2007;
Cohen et al., 2010); named entities (Cucerzan and
Yarowsky, 1999) can be detected in an unsupervised
manner. These methods are promising but they gen-
erally require large in-domain datasets in the tar-
get language and they underperform their supervised
counterparts.

In this work, we propose simple methods for re-
moving the need for language-dependent compo-
nents in summarization systems. We follow the

tracks of Mihalcea (2005) who proposed a language-
independent method based on graphs using the prin-
ciple of ranking algorithms. In their work, the im-
portance of a sentence is derived through its influ-
ence in the graph of all sentences. The method, how-
ever, depends on tokenization, stop-word lists and
sentence boundaries. Boudin et al. (2011) extend
their approach and and propose an approach using
a similarity measure which captures the similarity
of sentences in term of morphology. They combine
the similarity between two sentences with a mea-
sure of the longest common substring (LCS), to rep-
resent the similarity between vertices in the graph.
They also extend the LCS formula (LCS*) in order
to minimize intra-summary redundancy. Their ap-
proach is evaluated on corpora in English, Spanish
and French.

In order to remove the problem of tokenization,
instead of considering LCS, we look at character n-
grams which were first proposed for comparing texts
in term of topics by Damashek (1995). We also re-
move the need for stop-word lists by only consid-
ering long n-grams, likely to span multiple words,
and therefore reducing the effect of stop-words. The
topic of automatic stop-word removal was also tack-
led by Makrehchi and Kamel (2008) and Darling
and Song (2011).

3 Method

This section details our system for the TAC 2011
Multilingual summarization pilot.

3.1 Maximal Marginal Relevance

Maximal Marginal Relevance (MMR) is a greedy
method to extract iteratively the most relevant sen-
tences relative to a query to generate a summary,
while minimizing redundancy. At each iteration, the
sentence added to the selection maximizes the sim-
ilarity to the query while minimizing the similarity
to sentences already selected. The algorithm stops
when the 250 word length constraint is met. For
query, we use the centroid of the cluster of docu-
ments being summarized. The MMR algorithm is
summarized in Algorithm 1.

The cosine similarity used for assessing rele-
vance and redundancy in MMR is defined as the fol-



lowing formula:

cosine(a, b) =

∑
i aibi

||a|| × ||b||
(1)

Here, a and b are vector representations of the sen-
tences using tf.idf weights defined in the following
sections.

Data: S0 = sentences, i = 0
Result: M0 = ∅
while

∑
s∈Mi

length(s) < 250 do
α(s) = cosine(s, q)
β(s) = maxr∈Mi−1 cosine(s, r)
ŝ = argmaxs∈Si

[λα(s)− (1− λ)β(s)]
Mi =Mi−1 ∪ ŝ
Si = Si−1 \ ŝ
i = i+ 1

end
Algorithm 1: The MMR algorithm. Inputs a set of
sentences S0 and outputs a set of selected sentences
Mi that respects the length constraint. cosine(·) is
the cosine similarity and λ is a trade-off parameter
between relevance and redundancy that has to be
set on a held-out dataset.

3.2 Sentence segmentation

The problem of automatic detection of sentence
arises because of the ambiguity of certain punctu-
ation marks. The characters that represent punctu-
ation marks are language dependent, and therefore,
we propose to use a crude heuristic: consider the last
character of text to be summarized as the punctua-
tion mark that indicates the limit between sentences.

3.3 Tokenization

In order to reduce the dependence to language, we
ignore the notion of word and we use n-grams of
characters as tokens to represent sentences. In the
following we call term n-grams of all characters in a
text.

3.4 Importance of words

The discriminative power of terms in the context
of a similarity measure between sentences depends
on their relative importance to all documents. We
used the metric proposed in tfidf (Salton and Buck-
ley, 1988) to determine the importance of a term in a

set of documents without use of external resources.
In particular, we use the following tf.idf weighting
scheme:

tf(wi, s) =
|wi|s∑
k |wk|s

(2)

idf(wi) =
|S|

|s : wi ∈ s|
(3)

where | · |s is the number of times a word is seen in
sentence s, and |S| is the number of sentences to be
summarized.

4 Evaluation

When developing the system, we performed a first
experiment on data from the TAC 2008 and TAC
2009 evaluation campaigns. The corpus consists of
48 topics for TAC 2008 and 44 topics for TAC 2009.
For each topic, a 100-word summary has to be gen-
erated. The corpus is a collection of news articles
in English from different sources: AFP, NYT, APW,
LTW, and Xinhua. The λ parameter and the size of
n-grams are adjusted on TAC 2008 and evaluation
is performed on TAC 2009. No language-dependent
processing is applied to any of the input documents.
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Figure 1: Effect of n-gram length on the TAC 2008 and
2009 datasets. The language-independent system (IND)
is compared to the language-dependent (DEP) topline.

Figure 1 presents the average rating by ROUGE-
2, of the language-independent MMR systems,



where n-gram size is variated. In addition, a regu-
lar language-dependent MMR system is provided as
a topline. The evaluation process consists on com-
paring (using ROUGE), the summaries generated by
each system one by one, with the human-written ref-
erences and deduce an average value. Note that the
system running with 5-grams is the most successful
among the proposed systems. This implies that the
terms containing five characters are more significant
(informative) than other sizes of n-grams. In partic-
ular, shorter n-grams might not be specific enough
to represent meaning from sentences while longer
n-grams might be too specific and the overlap be-
tween sentences be empty. In fact, this result was to
be expected since five is close to the average word
length in English.
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Figure 2: ROUGE-2 results on TAC 2011 by language.
MMR-IND* is the buggy submission, MMR-IND is the
corrected system and MMR-DEP is the topline.

It can also be observed that the topline per-
forms at lower ROUGE-2 scores than the language-
independent system for a well chosen n. This can be
explained by the better generalization capabilities of
using character n-grams than words. Also, n-grams
are less subject to the effect of stop-words and they
tend to give credit multiple times to long sequences
of characters that appear in many sentences, which
single words do not.

Unfortunately, our official submission contained
a bug that enabled material from one topic to be out-
put in a summary of a different topic. This bug dra-
matically reduced the perceived value of our sum-
maries during human evaluation, which lead our sys-
tem (ID4) to get consistently bad scores. Never-
theless, we removed that bug after the evaluation

and show updated ROUGE-2 results even though we
did not have the resources to rerun a human evalua-
tion. Table 2 shows the results from the system with
the bug (MMR-IND*), the corrected system (MMR-
IND) and the language-dependent topline (MMR-
DEP). This figure shows that language-dependence
is not necessary as the language independent sys-
tem performs at the same level of performance. It
also shows that the bug mostly affected our Czech
and French submissions. Interestingly, for some lan-
guages like Greek and Hebrew, MMR-DEP is sig-
nificantly worse than MMR-IND while for Arabic it
is better. It is also interesting to see how ROUGE
results can vary from language to language even
though all the reference summaries were produced
by humans in the same conditions. This reveals
that some effect can be expected from the nature of
lanugage itself when comparing texts using word bi-
grams.
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Figure 3: Average system-level ROUGE-2 on TAC’11.
ID4 is the buggy submission, IND is the corrected system
and DEP is the language-dependent system.

Figure 3 compares ROUGE-2 results for our sys-
tem against other participants, averaged over lan-
guages, counting zero when a system did not in-
clude a submission for that language (effectively pe-
nalizing non-multilingual systems). It shows that
our submission was average compared to the sys-
tems, worse than ID10, the human topline and better
than ID9, the baseline of the evaluation. Correct-
ing the bug did bring a small improvement in term
of ROUGE even though we would have expected a
much larger difference given the degradation seen
on human evaluation. We believe that this reflects
the fact that ROUGE does not assess summaries in
term of perceived quality but rather in term of word
overlap with human-written summaries.



5 Conclusion and outlook

We have presented in this paper our submission
to the TAC 2011 Multilingual summarization pilot
track. In order to design truly language-independent
summarization systems, a number of subtasks must
be language-independent. In our system, we pro-
posed to use a simple heuristic for sentence seg-
mentation, then use character n-grams to remove the
need for tokenization and stop-word lists. While
a bug impaired our system at the official manual
evaluation, it showed promising results in automatic
evaluations, suggesting to introduce more unsuper-
vised linguistic processing submodules (such as un-
supervised parsing), and try to modify high perfor-
mance summarization algorithms that lead to the
best systems in the regular TAC tracks in order to
remove their dependency to language. We hope that
the multilingual summarization pilot will bring fo-
cus on this hard task and foster great research in the
area.
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