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Abstract

We present a fully automatic approach for summa-
rization evaluation that does not require the creation
of human model summaries.1 Our work capitalizes
on the fact that a summary contains the most rep-
resentative information from the input and so it is
reasonable to expect that the distribution of terms in
the input and a good summary are similar to each
other. To compare the term distributions, we use
KL and Jensen-Shannon divergence, cosine similar-
ity, as well as unigram and multinomial models of
text. Our results on a large scale evaluation from the
Text Analysis Conference show that input-summary
comparisons can be very effective. They can be used
to rank participating systems very similarly to man-
ual model-based evaluations (pyramid evaluation) as
well as to manual human judgments of summary
quality without reference to a model. Our best fea-
ture, Jensen-Shannon divergence, leads to a correla-
tion as high as 0.9 with manual evaluations.

1 Introduction

Automatic text summarizers are expected to produce a
condensed form of an input, retaining the most impor-
tant content and presenting the information in a coher-
ent fashion. The development of suitable and efficient
evaluations of summary content and organization is cru-
cial and necessary to guide system development. Ide-
ally, summary quality would be measured through ex-
trinsic evaluations where the usefulness of a system sum-
mary is assessed in specific task scenarios such as read-
ing comprehension (Morris et al., 1992), relevance judge-
ments in information retrieval (Mani et al., 2002; Jing et
al., 1998; Brandow et al., 1995) and other tasks (McK-
eown et al., 2005; Sakai and Sparck-Jones, 2001; Mani

1This work was presented at the poster session in TAC on Nov. 18,
2008. We would like to thank Hoa Trang Dang and the TAC advisory
board for giving us the opportunity to work on this project.

et al., 2002; Tombros and Sanderson, 1998; Roussinov
and Chen, 2001). However, organizing and carrying out
such evaluations is difficult and in practice intrinsic eval-
uations are the standard in summarization. In intrinsic
evaluations, system summaries are either compared with
reference summaries produced by humans (model sum-
maries), or directly assessed by human judges on a scale
(most commonly 1 to 5), without reference to a model
summary. The refinement and usability analysis of these
evaluation techniques have been the focus of large scale
evaluation efforts such as the Document Understanding
Conferences (DUC) (Baldwin et al., 2000; Harman and
Over, 2004; Over et al., 2007) and TIPSTER SUMMAC
reports (Mani et al., 2002).

Still, in recent years by far the most popular evaluation
method used during system development and for report-
ing results in publications has been the automatic eval-
uation tool ROUGE (Lin, 2004; Lin and Hovy, 2003).
ROUGE compares system summaries against one or
more model summaries automatically, by computing n-
gram word overlaps between the two. The wide adoption
of such automatic measures is understandable, as they are
convenient and have greatly reduced the complexity of
evaluations. They have also been shown to correlate well
with manual evaluations of content, based on compari-
son with a single model summary, as used in the early
editions of DUC.

However, the creation of gold standard summaries for
comparison is still time-consuming and expensive. In our
work, we explore the feasibility of developinga fully au-
tomaticevaluation method, that does not make use of hu-
man model summaries at all. Proposals for developing
such fully automatic methods have been put forward in
the past, but no substantial progress has been made so far
in this research direction.

For example in (Radev et al., 2003), a large scale
fully automatic evaluation of eight summarizer systems
on 18,000 documents was performed without any human



effort, using an information retrieval scenario. A search
engine was used to rank documents according to their rel-
evance to a posed query. The summaries for each docu-
ment were also ranked for relevance with respect to the
same query. For good summarization systems, the rank-
ing of relevance of summaries is expected to be similar
to that of the full documents. Based on this intuition, the
correlation between query relevance rankings of a sys-
tem’s summaries and the ranking of original documents
was used to compare the different systems. Effectively
this approach is motivated by the assumption that the dis-
tribution of terms in a good summary is similar to the
distribution of terms in the original input text.

Even earlier, (Donaway et al., 2000) suggested that
there are considerable benefits to be had in adopting
model-free methods of evaluation involving direct com-
parisons between input and summary. Their work was
motivated by the well documented fact that there are mul-
tiple good summaries of the same text and that there is in-
credible variation in content selection choices in human
summarization (Rath et al., 1961; Radev and Tam, 2003;
van Halteren and Teufel, 2003; Nenkova and Passonneau,
2004). As a result, the identity of the model writer sig-
nificantly affects summary evaluations (McKeown et al.,
2001), and evaluations of the same systems can be rather
different when two different models are used. In their
experiments, Donaway et al. demonstrated that the cor-
relation between a manual evaluation using comparison
with a model summary and a) manual evaluation using
comparison with a different model summary and b) eval-
uation by directly comparing input and summary, are the
same. They used cosine similarity with singular value de-
composition to perform the input-summary comparison.
Their conclusion was that automatic methods for compar-
ison between input and a summary should be seriously
considered as an alternative for evaluation.

In this paper, we present a comprehensive study of
fully automatic summary evaluation, without human
models. A summary’s content is judged for quality by di-
rectly estimating its closeness to the input. We compare
several probabilistic (information-theoretic) approaches
for characterizing the similarity and differences between
input and summary content. The utility of the various ap-
proaches for comparison varies widely, but a number of
them lead to rankings of systems that correlate well with
manual evaluations performed in the recent Text Anal-
ysis Conference (NIST). A simple information theoretic
measure, Jensen Shannon divergence between input and
summary emerges as the best feature. System rankings
produced using this measure lead to correlations with hu-
man rankings as high as 0.9.

2 Data: TAC 2008

2.1 Topic focused and Update Summarization

Two types of summaries, query focused summaries and
update summaries, were evaluated in the main task of
the summarization track of the 2008 Text Analysis Con-
ference (TAC) run by NIST2. Query focused summaries
are produced from the input documents in response to a
stated user information need (query). The update sum-
maries require more sophistication: two sets of articles on
the same topic are provided. The first set of articles repre-
sent the background of a story and the users are assumed
to be already familiar with the information contained in
them. The task is produce a multi-document summary
from the second set of articles on the same topic, that can
serve as an update to the user. This task is reminiscent
of the novelty detection task explored at TREC (Soboroff
and Harman, 2005).

2.2 Test set

The test set for the TAC 2008 update task contains 48
inputs. Each input consists of two sets of documents, A
and B, of 10 documents each. A and B are on the same
general topic, and B contains documents published later
than those in A. In addition, for each input, the user’s
need is represented by a topic statement which consists
of a title and narrative. An example topic statement is
given below.

Title: Airbus A380
Narrative: Describe developments in the production and
launch of the Airbus A380.

The task for participating systems is to produce two
summaries, a query focused summary of document set A
and an update summary of document set B. The first sum-
mary is expected to summarize the documents in A using
the topic statement to focus content selection. The sec-
ond summary is expected to be a compilation of updates
from document set B, assuming that the user has read all
the documents in A. The maximum word limit for both
types of summaries is 100 words.

In order to allow for in-depth discussion, we will ana-
lyze our findings only for query focused summaries. Sim-
ilar results were obtained for the evaluation of update
summaries and are reported in separate tables in Section
6.

2.3 Summarizers

There were 57 participating systems in TAC 2008. The
baseline summary in both cases— query focused and up-
date tasks was created by choosing the first sentences of

2http://www.nist.gov/tac



manual score R-1 recall R-2 recall
Query Focused summaries

pyramid score 0.859 0.905
responsiveness 0.806 0.873

Update summaries
pyramid score 0.912 0.941
responsiveness 0.865 0.884

Table 1: Spearman correlation between system scores assigned
by manual methods and those assigned by ROUGE, ROUGE-1
and ROUGE-2 recall (TAC2008, 57 systems). All correlations
are highly significant with p-value< 0.00001.

the most recent document in document sets A and B re-
spectively. In addition, four human summaries were pro-
duced for each type to serve as model summaries for eval-
uation. Only the 57 systems were used for our evaluation
experiments.

2.4 Evaluations

Both manual and automatic evaluations were conducted
at NIST to assess quality of summaries produced by the
systems. Summarizer performance is defined by two key
aspects of summary quality— content selection (identi-
fication of important content in the input) and linguistic
quality (structure and presentation of selected content).
Three methods of manual evaluation were used to assign
scores to summaries.

Pyramid eval The pyramid evaluation method
(Nenkova and Passonneau, 2004) has been developed
for reliable and diagnostic assessment of content selec-
tion quality in summarization and has been used in sev-
eral large scale evaluations (Nenkova et al., 2007). It
uses multiple human models from which annotators iden-
tify semantically defined Summary Content Units (SCU).
Each SCU is assigned a weight equal to the number of
human model summaries that express that SCU. An ideal
maximally informative summary would express a subset
of the most highly weighted SCUs, with multiple maxi-
mally informative summaries being possible.

Four human summaries were used for the annotation.
The pyramid score for a system summary is equal to the
ratio between the sum of weights of SCUs expressed in
a summary (again identified manually) and the sum of
weights of an ideally informative summary with the same
number of SCUs.3

3In addition, pyramids using all combinations of three models were
constructed from the four-model pyramid. A human summary was
scored against a pyramid comprising of SCUs from the other three
model summaries. Jackknifing was implemented for system summaries
by comparing them to each of the four 3-model pyramids obtaining
a pyramid score from each comparison. The average of these scores
is also reported together with the score from the four-modelpyramid.
The correlation between the two pyramid scores (using threeand four
models) is very high— 0.9997 for query focused and 0.9993 forupdate

Responsiveness evalThe responsiveness of a sum-
mary is defined as a measure of overall quality combining
content selection and linguistic quality: summaries must
present useful content in a structured fashion in order to
better satisfy the user’s need. Assessors directly assigned
responsiveness scores on a scale of 1 (poor summary) to 5
(very good summary) to each summary. The assessments
are done without reference to any model summaries.

ROUGE NIST also evaluated the summaries automat-
ically using ROUGE (Lin, 2004; Lin and Hovy, 2003).
Comparison between a summary and a set of model sum-
maries is computed using unigram (R1) and bigram over-
laps (R2). The scores were computed after stemming
but stop words were retained in the summaries. Table 1
shows that ROUGE obtains very good correlations with
the manual scores for content selection. The correlation
with pyramid scores is 0.90 and 0.94 for query focused
and update summary respectively, and 0.87 and 0.88 with
responsiveness. Given these observations, ROUGE is a
high performance automatic evaluation metric when hu-
man summaries are available and sets a high standard for
comparison of other automatic evaluation methods.

Linguistic quality questions were used to assess read-
ability and well-formedness of the produced summaries.
Assessors scored the well-formedness of a summary on a
scale from 1 (very poor) to 5 (very good). Grammatical-
ity, non-redundancy, referential clarity, focus, structure
and coherence were the factors to be considered during
evaluation.

But since our features are designed to capture con-
tent selection quality, manual pyramid and responsive-
ness scores will be used for comparison with our auto-
matic method. The correlation between these two evalu-
ations is overall high, 0.885 and 0.923 respectively for
query focused and update summarization. Despite of
this, we use both measures as a reference for comparison
with our fully automatic evaluation method because al-
beit high, the correlation between them is not perfect (as
was the correlation between the two alternative pyramid
scores).

3 Features

We describe three classes of features used to compare in-
put and summary content: distributional similarity, sum-
mary likelihood and use of topic signatures. Words in
both input and summary were stemmed before feature
computations.

3.1 Distributional Similarity

Measures of similarity between two probability distribu-
tions are a natural choice for the task at hand. We choose

tasks. So we will not discuss the correlations of our features with the
three-model pyramid scores.



to experiment with three common such measures: KL and
Jensen Shannon divergence and cosine similarity. We ex-
pect that good summaries are characterized by low diver-
gence between the probability distributions of words in
the input and the summary, and by high similarity with
the input.

Moreover, these three metrics have already been used
for summary evaluation, albeit in different contexts. (Lin
et al., 2006) compared the performance of ROUGE with
KL and JS divergence for the evaluation of summaries us-
ing human models. The divergence between human and
machine summary distributions was used as an estimate
of summary score. The study found that JS divergence
always outperformed KL divergence and using multiple
human references, the performance of JS divergence was
better than standard ROUGE scores for multi-document
summarization. JS divergence has also been found useful
in other NLP tasks as a good predictor of unseen events
(Dagan et al., 1994; Lapata, 2000).

The use of cosine similarity in (Donaway et al., 2000)
is more directly related to our work. In this study, it was
shown that the differences between evaluations based on
two different models is about the same as the difference
between system ranking based on one model summary
and ranking produced using input-summary comparisons.
Cosine similarity with singular value decomposition was
used to compare input with summaries. Only this one ap-
proach for similarity comparison was used. In contrast,
we explore a variety of features and the experiments out-
lined in this paper enable us to compare the usefulness of
different similarity measures for automatic evaluation.

Kullback Leibler (KL) divergence The KL diver-
gence between two probability distributions P and Q is
given by

D(P ||Q) =
∑

w

pP (w) log
2

pP (w)

pQ(w)
(1)

It is defined as the average number of bits wasted by cod-
ing samples belonging to P using another distribution Q,
an approximate of P. In our case, the two distributions
are those for words in the input and summary respec-
tively. However, KL divergence is not symmetric. So
the divergence computed both ways, input-summary and
summary-input are used as features.

In addition, the divergence is undefined when
pP (w) > 0 but pQ(w) = 0. We perform simple smooth-
ing to overcome the problem.

p(w) =
C + δ

N + δ ∗ B
(2)

Here C is the count of word w and N is the number of to-
kens. A value of 1.5 times the input vocabulary was used
as an estimate for outcomes (B) of the probability distri-

bution andδ was set to a small value of 0.0005 to avoid
shifting too much probability mass to unseen events.

Jensen Shannon (JS) divergenceThe JS divergence
is based on the idea that the distance between two distri-
butions cannot be very different from the average of dis-
tances from their mean distribution. It is formally defined
as

J(P ||Q) =
1

2
[D(P ||A) + D(Q||A)],

whereA =
P + Q

2
is the mean distribution of P and Q.

In contrast to KL divergence, the JS distance is symmet-
ric and always defined. We use both smoothed and un-
smoothed versions of the divergence as features.

Similarity between input and summary The third
metric is cosine overlap between the tf-idf vector repre-
sentations of input and summary contents.

cosθ =
vinp.vsumm

||vinp||||vsumm||
. (3)

We compute two variants,

1. Cosine overlap between input and summary words
2. Cosine overlap between topic signatures of input and
words of summary

Topic signatures are words highly descriptive of the in-
put, as determined by the application of log-likelihood
test (Lin and Hovy, 2000). Using only topic signatures
from the input to represent text is expected to be more
accurate and to remove noise from peripherally related
content. In addition, the refined input vector has a smaller
dimension suitable for comparison with a vector of sum-
mary words which is typically small compared to a com-
plete bag of words vector of the input.

3.2 Summary Probabilities

These features capture the log likelihood of a summary
given its input. The probability of a word appearing in
the summary is estimated from the input. We compute
both the unigram bag of words probability as well as the
probability of the summary under a multinomial model.
The comparison with ROUGE in (Lin et al., 2006) (de-
scribed under Section 3.1) also included unigram log like-
lihood alongside KL and JS divergences. However JS di-
vergence proved better than the other two.

Unigram summary probability

(pinpw1)
n1(pinpw2)

n2 ...(pinpwr)
nr (4)

wherepinpwi is the probability in the input of wordwi,
ni is the number of timeswi appears in the summary, and
w1...wr are all words in the summary vocabulary.



Multinomial summary probability

N !

n1!n2!...nr!
(pinpw1)

n1(pinpw2)
n2 ...(pinpwr)

nr (5)

whereN = n1 + n2 + ... + nr is the total number of
words in the summary.

3.3 Use of input’s topic words in summary

Summarizer systems that directly optimize for more topic
signatures during content selection have fared very well
in evaluations (Conroy et al., 2006). Hence the number
of topic signatures from the input present in a summary
might be a good indicator of summary content quality.
We experiment with two features that quantify the pres-
ence of topic signatures in a summary.

1. Percentage of summary composed from input’s topic
signatures
2. Percentage of topic signature words from the input
that also appear in the summary

While both features will obtain higher values for sum-
maries containing many topic signature words, the first is
guided simply by the presence of any topic word while
the second measures the diversity of topic words used in
the summary.

3.4 Feature combination using linear regression

We also evaluated the performance of a feature combin-
ing all of the above features into a single measure using
linear regression. The value of the feature for each sum-
mary was obtained using leave-one-out approach: for a
particular input and system-summary combination, a lin-
ear regression model using the automatic features to pre-
dict the manual evaluation scores was trained. The train-
ing set consisted only of examples which included neither
the same input nor the same system. Hence during train-
ing, no examples of either the test input or system were
seen.

4 Comparison to manual evaluations

In this section, we report the correlations between system
ranking using our automatic features and manual evalua-
tions. More precisely, the value of features was computed
for each summary submitted for evaluations. We studied
the predictive power of features in two scenariosmacro
level; per system: the average feature value across all in-
puts was used to rank the systems. The average manual
score (pyramid or responsiveness) was also computed for
each system, and the correlations between the two rank-
ings were analyzed;micro level; per inputthe systems
were ranked for each input separately, and correlations
between the summary ranking for each input were com-
puted. The two levels of analysis address different ques-
tions: Can we automatically identify system performance

Features pyramid score responsiveness
JSD div -0.880 -0.736
JSD div smoothed -0.874 -0.737
% of ip topic in summ 0.795 0.627
KL div summ-inp -0.763 -0.694
cosine inp-summ 0.712 0.647
% of summ = topic wd 0.712 0.602
topic overlap 0.699 0.629
KL div inp-summ -0.688 -0.585
mult. summ prob 0.222 0.235
unigram summ prob -0.188 -0.101
regression 0.867 0.705

Table 2: Spearman correlation between fully automatically
computed features and manually assigned system scores (avg.
over all test inputs) for the query focused summarization sub-
task in TAC 2008. All results are highly significant with p-
values< 0.000001 except unigram and multinomial summary
probability, which are not significant.

across all test inputs (macro level) and can we identify
which summaries for a given input were good and which
were bad (micro level) ?

In addition, we compare our results to model-based
evaluations using ROUGE and analyze the effects of
stemming the input and summary vocabularies.

4.1 Performance at macro level

Table 2 shows the Spearman correlation between the
manual and automatic scores averaged across the 48 in-
puts. We find that both distributional similarity as well as
the topic signature features obtain rankings very similar
to those produced by humans while summary probabili-
ties turn out unsuitable for the evaluation task.

Notably, the linear regression combination of features
does not lead to better results than the single best fea-
ture: the JS divergence. It outperforms other features in-
cluding the regression metric and obtains the best corre-
lations with both types of manual scores, 0.88 with pyra-
mid score and 0.74 with responsiveness. The correlation
with pyramid score is in fact better than that obtained by
ROUGE-1 recall (0.86). Similar results establishing that
JS divergence is the most suitable measure for automatic
evaluation were reported in a study of model-based eval-
uation metrics (Lin et al., 2006). In their study of generic
multi-document summarization, JS divergence between
system and model summaries obtained better correlations
with manual rankings than ROUGE overlap scores. Our
results provide further evidence that this divergence met-
ric is indeed best suited for content comparison of two
texts.

The best topic signature based feature—percentage of
input’s topic signatures that are present in the summary—
ranks next only to JS divergence and regression. Given
this result, systems optimizing for topic signatures would



score well with respect to content as was observed in pre-
vious large scale evaluations conducted by NIST. We also
find that the feature simply reflecting the proportion of
topic signatures in the summary performs worse as an
evaluation metric. This observation leads us to the con-
clusion that a summary that contains many different topic
signatures from the input seems to carry better content
than one that contains topic signatures of fewer types.

The most simple comparison metric—cosine overlap
of words—performs worse than the best divergence and
topic signature features. The modified overlap score of
input topic signatures and summary words also fails to
obtain very high correlations. The rankings based on uni-
gram and multinomial summary probabilities do not cor-
relate with manual scores. Almost all systems use fre-
quency in some form to inform content selection and this
could be a reason why likelihood fails to distinguish be-
tween the system summaries.

4.2 Performance on micro level

As a more stringent assessment of the automatic evalua-
tion, let us consider the rankings obtained on a per-input
basis. These results are summarized in Table 3. The
number of inputs for which correlations were significant
are reported along with their minimum, maximum values
and the number of inputs for which correlations above
0.5 were observed. The results are less spectacular at the
level of individual inputs: JS divergence rankings obtain
significant correlations with pyramid scores for 73% of
the inputs. Further, only 40% of inputs obtain correla-
tions above 0.5. The results are worse for other features
and for comparison with responsiveness scores.

Overall, the micro level results suggest that the fully
automatic measures we examined will not be useful for
providing information about summary quality for a sin-
gle input. For average over many test sets, the fully au-
tomatic evaluations measures give more reliable and use-
ful results, highly correlated with rankings produced by
manual evaluations.

4.3 Effects of stemming

So far, the analysis was based on feature values computed
after stemming the input and summary words. We also
computed the values of the same features without stem-
ming and found that divergence metrics benefit greatly
when stemmed vocabularies are used. The biggest im-
provements in correlations are for JS and KL divergences
with respect to responsiveness. For JS divergence, the
correlation increases from 0.571 to 0.736 and for KL di-
vergence (summary-input), from 0.528 to 0.694. Before
stemming, topic signature and bag of words overlap fea-
tures are best predictive of responsiveness (correlations
are 0.630 and 0.642 respectively) but do not change much
after stemming (topic overlap— 0.629, bag of words—

0.647). Divergences emerge as better metrics only af-
ter stemming. Stemming also proves beneficial for like-
lihood features. Before stemming, their correlations are
directed in the wrong direction, they improve after stem-
ming to being either positive or closer to zero. However,
these probabilities remain unable to produce human-like
rankings.

4.4 Difference in correlations: pyramid and
responsiveness scores

Overall, we find that correlations with pyramid scores are
higher than correlations with responsiveness. Clearly our
features are designed to compare input-summary contents
only. On the other hand, higher order ROUGE n-gram
scores can be expected to capture some aspects of flu-
ency in addition to an estimate of content quality. Since
responsiveness judgements were based on both content
and linguistic qualities of summaries, it is not surprising
that these rankings are harder to replicate using our con-
tent based features.

5 Comparison with ROUGE

Although, JS divergence outperforms ROUGE-1 recall
for correlations with pyramid scores at the average level,
ROUGE-2 recall is still better. Also, ROUGE obtains
the best correlations with responsiveness judgements. At
the per-input micro level, ROUGE clearly gives the best
human-like rankings— ROUGE-1 recall obtains signifi-
cant correlations for over 95% of inputs and correlations
above 0.5 for at least 50% of inputs. The ROUGE results
are shown in the last two rows of Table 3.

However, when making these comparisons we need to
keep in mind the fact that ROUGE evaluates system sum-
maries using four manual models for each input. The
evaluations using our features are fully automatic, with
no human summaries at all.

For manual pyramid scores, the best obtained corre-
lation with fully automatic evaluation is 0.88 (JS diver-
gence) while the best correlation with ROUGE is 0.90
(R2). The difference is negligably small for content-
based evaluations.

For manual responsiveness scores which combine as-
pects of linguistic quality along with content selection
evaluation, the best correlations are 0.73 (JS divergence)
and 0.87 (R2). For this measure, the difference between
ROUGE and the fully automatic comparisons is signifi-
cant, indicating that our intuition that the proposed met-
rics will not be suitable for linguistic quality evaluation
was correct. Other metrics for linguistic quality need to
be explored for this task (Lapata and Barzilay, 2005).



pyramid responsiveness
features max min sig sig% a0.5 a0.5% max min sig sig% a0.5 a0.5%
JSD -0.714 -0.271 35 72.9 19 39.6-0.654 -0.262 35 72.9 17 35.4
JSD smoothed -0.712 -0.269 35 72.9 18 37.5-0.649 -0.279 33 68.8 17 35.4
KL summ-inp -0.736 -0.276 35 72.9 17 35.4-0.628 -0.261 35 72.9 13 27.1
% of input sign 0.701 0.286 31 64.6 16 33.3 0.693 0.279 29 60.4 9 18.8
cosine overlap 0.622 0.276 31 64.6 6 12.50.618 0.265 28 58.3 4 8.3
KL inp-summ -0.628 -0.262 28 58.3 8 16.7-0.577 -0.267 22 45.8 6 12.5
topic overlap 0.597 0.265 30 62.5 5 10.4 0.689 0.277 26 54.2 3 6.3
% summ sign 0.607 0.269 23 47.9 7 14.60.534 0.272 23 47.9 1 2.1
mult. summ prob 0.434 0.268 8 16.7 0 0 0.459 0.272 10 20.8 0 0
uni. summ prob 0.292 0.261 2 4.2 0 0 0.466 0.287 2 4.2 0 0
regression 0.736 0.281 37 77.1 14 29.20.642 0.262 32 66.7 6 12.5
Rouge-1 recall 0.833 0.264 47 97.9 32 66.70.754 0.266 46 95.8 25 52.1
Rouge-2 recall 0.875 0.316 48 100 33 68.80.742 0.299 44 91.7 22 45.8

Table 3: Spearman correlations between feature values and manual system scores on a per input basis (TAC 2008 Query Focused
summarization). Only the minimum, maximum values of the significant correlations are reported together with the numberof
significant correlations and the number of inputs for which correlations above 0.5 were obtained.

6 Evaluation of systems for TAC 2008
Update Summarization task

In the paper, we discussed only the results from evalua-
tions of the query focused summaries produced at TAC
2008. The results for the update task are very similar and
all conclusions hold for these data as well. For complete-
ness we give the correlations between fully automatic and
manual evaluations in Table 4.

7 Summarization as optimization—is JSD
enough?

We have demonstrated that comparison of input and sum-
mary contents is predictive of summary quality. Further,
our experiments show that a single best feature could ap-
proximate the comparison. A natural question arises in
this situation—when a summarizer is built that globally
optimizes for JS divergence during summary creation,
wouldn’t this input-based evaluation method be voided?

It must be remembered that the goal of summarization
is not the selection of good content alone. Summariz-
ers must also reduce redundancy, improve coherence and
adhere to a length restriction. Often these goals might en-
ter into conflicts during summary creation and satisfying
them simultaneously becomes a difficult problem.

Studies of global inference algorithms for multi-
document summarization (McDonald, 2007; tau Yih et
al., 2007; Hassel and Sjöbergh, 2006) found that optimiz-
ing for content is NP-hard and equivalent to the Knap-
sack problem. (McDonald, 2007) further showed that
intractability of a relevance maximization framework in-
creases with the addition of redundancy constraints. Al-
though, exact solutions may be found using ILP formu-
lations, they can be used only on small document sets.
Their huge runtimes makes them prohibitively expensive

for summarizing large collections of documents. Hence
only approximate solutions to the problem are feasible in
real world situations.

Although some approximate solutions seem to obtain
very good results in (McDonald, 2007), we must note
that coherence is not included in that framework and that
coherence is in fact a multi-faceted constraint requiring
considerations of anaphors, discourse relations, cohesion
and ordering. Together with coherence constraints, the
inference could only become harder. Hence our evalua-
tion method might still be suitable for content evaluation
of summaries provided the overall summarizer scores in-
clude judgements of linguistic quality and redundancy as
well.

8 Improving input-summary comparisons

Our experiments are clearly a starting point in under-
standing the role of inputs in summary evaluations. We
demonstrated that simple comparison of summary and in-
put contents using suitable features can capture percep-
tions of summary quality. These features can nevertheless
be extended with other capabilities.

In fact, our test data comes from a query focused sum-
marization task where a topic statement is also available
for relevance assessment. We can expect better results
by incorporating the query statement during evaluations.
For example, we can select portions from the input that
are relevant to the query and only use these for compari-
son with summary content.

For update summarization task, we experimented with
different sets of features. Using averages of fea-
ture values comparing summary-background input and
summary-update input, we obtained lower correlations
with manual scores than when features based only on
the update input were used. The summary- update in-



put features also outperform a linear regression met-
ric which combines individual features from comparison
with background and update inputs (Table 4). This re-
sult is not intuitive given the task definition. The back-
ground input is an important factor affecting the decision
to include a particular content unit from the update set of
documents. Further analysis needs to be carried out to
ascertain the relative importance of the two input sets and
how to best combine their features.

We also plan to expand our suite of features. A handful
of other distributional similarity functions remain unex-
plored for our task and will be a readily accessible set of
features— Euclidean distance, Jaccard’s coefficient, L1
norm, confusion probability and skew divergence (Lee,
1999).

9 Conclusion

Summarization evaluation has always included human
effort thereby limiting their scale and repeatability. In
this paper, we have presented a successful framework for
moving towards model-free evaluations—using the input
as reference.

We have analyzed a variety of features for in-
put/summary comparisons and demonstrated that the
strength of different features vary, with certain features
better suited for content comparisons. Low divergence
from the input and diverse use of topic signatures in the
summary are highly indicative of good content. We also
find that preprocessing like stemming is useful in lever-
aging the capability of some features.

Very good results were obtained from a correlation
analysis with human judgements, showing that input can
indeed substitute for model summaries and manual ef-
forts in summary evaluation. The best correlations were
obtained by a single feature, JS divergence (0.9 with pyra-
mid scores and 0.7 with responsiveness).

We have shown that the power of model-free evalua-
tions generalizes across atleast two summarization tasks.
Input is found useful in evaluating both query focused
and update summaries. We have also presented a discus-
sion on interesting questions on optimization and evalu-
ation that arise as a result of this work and some future
directions for input based evaluations.
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pyramid score responsiveness
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Table 4: Spearman correlations between fully automatic evaluation and manually assigned system scores for update summarization.
Results are reported separately for features comparing update summaries with the update input only or with both update and
background inputs and averaging the two (macro level). At the per-input level, only results for features comparing withupdate
inputs are reported.
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