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Abstract

An artificial believer has to recognize textual
entailment to categorize beliefs. We describe
our system — the Fuzzy Believer system — and
its application to the TAC/RTE three-way task.

1 Introduction

True understanding of natural language by computer sys-
tems is one of the main goals of artificial intelligence
research. Since this goal is still out of reach, smaller,
clearly defined tasks can be used to demonstrate progress
towards the right direction. Recognizing textual entail-
ment is one task a human can easily do after grasping
the meaning of sentences. But for computational systems,
finding out whether one statement entails another is not
a trivial task. It involves coping with similarity, negation,
or generalization which are concepts of natural language
that have to be modeled in the system.

Recognizing textual entailment is also useful for other
applications. Automatic summarization needs some kind
of RTE module to avoid duplicate information in the sum-
maries. It is also closely related to paraphrase detection as
well. For opinion mining its usefulness is even more obvi-
ous. Comparing two opinions includes the identification
of the polarity of both statements.

Another area where RTE can be fruitfully applied is be-
lief revision. We developed an artificial believer (Ballim
and Wilks, 1991) based on fuzzy set theory (Krestel et al.,
2007a). The beliefs are extracted from reported speech in
newspaper articles, which are a good source for opinion-
ated statements. Different strategies were implemented
to model a human newspaper reader, who holds certain
beliefs after reading some articles. In this context it is
necessary to identify opposing and supporting beliefs. We
solved this task using different heuristics. In this paper
we show how we employed our Fuzzy Believer system to
recognize textual entailment.
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2 The Three-Way RTE Task

The three-way RTE task was introduced last year and
allows systems to be more precise: Instead of the possible
two answers entailment and contradiction in the classic
version, the new task additionally allows systems to tag a
text/hypothesis pair as unknown. Table 1 shows examples
for all three answers.

3 The Fuzzy Believer Approach

The core concept embodied in our approach (Krestel et al.,
2007a; Krestel et al., 2007b) is the application of fuzzy
set theory to the NLP domain. This allows for an ex-
plicit modeling of fuzziness inherent to natural languages
and enables the user to control the system’s behaviour by
varying various runtime parameters responsible for the
fuzzy processing. Reported speech statements present the
basic set of beliefs for our system. These kinds of state-
ments usually express a belief held by the source of the
statement and allows a clear attribution of the statement
to this source. The extracted reported speech structures
are further processed and the output of external semantic
parsers is utilized to identify predicate-argument struc-
tures (PAS) within the reported speech content. Each PAS
defines a statement, which the system eventually either
believes or rejects. They also form the foundation for the
fuzzy processing and the basis for our heuristics to process
beliefs.

To mirror the different processing steps, our Fuzzy Be-
liever system consists of a set of components running
consecutively. It is implemented using GATE (General
Architecture for Text Engineering) (Cunningham et al.,
2002), which offers a framework for developing NLP ap-
plications. For preprocessing, we use a number of standard
components shipped with GATE, for high-level processing
we developed our own components.

To apply our approach to the RTE task we had to change
the preprocessing part and adapt some parameters. Our
system runs now on the whole input document and not



ENTAILMENT

Boris Franz Becker, German tennis player who, on July 7, 1985, became the youngest champion in
the history of the men’s singles at Wimbledon.

Becker was a tennis champion.

CONTRADICTION

Set in the New York City borough of The Bronx, the show starred Ted Danson as the title character,
Dr. John Becker, a doctor who operates a small practice and is constantly annoyed by his patients,
co-workers, friends, and practically everything and everybody else in his world. Becker has never
played tennis in his life.

Becker was a tennis champion.

UNKNOWN

Boris Becker has told a German court that he made financial mistakes 10 years ago but denied

deliberately cheating his taxes.

H | Becker was a tennis champion.

Table 1: Examples for the three-way RTE task

only on reported speech sentences. The main components
— predicate-argument structure extraction and belief com-
putation — remained unaltered, requiring only adaptations
to the output format. These are described in more detail
in the following sections.

3.1 Extracting Predicate-Argument Structures

To decide whether a sentence has the same topic as an-
other one, we need to find a way to compare sentences
with each other. To facilitate this task, we do not compare
complete sentences, but rather their more fine-grained
predicate-argument structures, each consisting of a “sub-
ject,” “verb,” and “object.” Because one sentence might
contain more than one statement, a correct syntactic anal-
ysis is paramount for predicate-argument structure (PAS)
generation. Our experiments showed that no single parser
is consistently reliable enough for PAS extraction. Thus,
our PAS extraction component can work with the results
of three different parsers: RASP (Briscoe et al., 2006),
MiniPar (Lin, 1998), and SUPPLE (Gaizauskas et al.,
2005). The best results to recognize textual entailment
were achieved using RASP, thus we omit reporting results
for the other parsers in this paper.

A PAS extractor component applies a custom rule set
for each of these parsers in order to determine subject,
verb, and object of a statement.

3.2 Computing Beliefs

The core of our system is the Fuzzy Believer component.
Its tasks are:

1. Identify a topic for each statement.

2. Compute the fuzzy representation for each statement
to identify polarity.

3. Process fuzzy information for each topic.

Identifying Domains. The first step is to group the state-
ments into domains according to their topics. These do-
mains constitute the basic sets for the fuzzy operations
performed later on; basically, they partition the statement
space into individual domains, which can be processed in-
dependently. Every domain represents one topic identified
by the extracted PASs.

To determine if a statement fits into an existing domain,
we use heuristics to measure the semantic proximity of
each new statement with the statements in all existing
domains. For this, the system applies two main heuristics:
(1) A WordNet (Fellbaum, 1998) related heuristic, and (2)
a substring heuristic.

These heuristics compare the PAS elements of one state-
ment with the elements of the other statements in one
domain and return a value representing how similar the
heuristics consider the two PAS elements. A runtime op-
tion defines if strict matching is neccessary to include a
new statement in a domain, or if a more lenient match-
ing is sufficient. For a strict match, the new statement’s
PAS must be similar to all existing statements within a
domain. In case of a lenient match, the new statement
needs only to be similar to one statement of a domain, es-
sentially implementing a transitive relation on the domain
elements.

To cause a match between two statements, at least two
parts of their corresponding PAS structures must be similar
enough. That means, the value assigned by a heuristic
must exceed the defined threshold for either subject and
object, subject and verb, or verb and object.

This approach permits assigning a statement to more
than one domain. If a new statement does not fit into any
of the existing domains, a new domain is dynamically
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Figure 1: Statement Ag, ; with correlation grades for all
statements in the domain (Sy,...,S5) as computed by

heuristic H;

created, initially containing this statement.

Each domain contains all statements that have the same
or opposite meaning. In other words, we try to identify
each fact in the world and arrange all statements concern-
ing this fact in one domain.

Identifying Polarity. In the next step, the statements
gathered for each domain have to be evaluated by iden-
tifying their polarity. The goal is to identify opposing
statements by using different fuzzy heuristics. The fuzzy
representation g, of a statement S; contains the degrees
of similarity of this statement with all other statements
within the same domain. Each degree is normalized to
a fuzzy value in the [0, 1]-interval and can be interpreted
as the semantic distance between two statements. Fig-
ure 1 shows the fuzzy representation of a statement S
within a domain containing five statements (S1,...,Ss).
The fuzzy sets are interpreted in a possibilistic fashion: A
fuzzy value of 0 indicates no possible semantic similarity
between the two statements, while a value of 1.0 indicates
the highest possibility of similarity between them. In the
current implementation, only one heuristic is used. It com-
pares the verbs of two statements using their WordNet
semantic distance to find synonyms and antonyms.

To recognize textual entailment, the only fuzzy opera-
tion necessary is merging. The merging is done directly
on the fuzzy set representation of each statement, which
has been generated as described above.

Based on the fuzzy representation, the merge opera-
tion groups all statements into one class, if a threshold
of semantic similarity is reached. Usually, merging all
statements leads to two classes within each domain, one
containing statements about a topic and the other one con-
taining opposing statements about this topic. If Text and
Hypothesis were grouped into one domain we have En-
tailment or Contradiction. Otherwise we label the pair as
Unknown.

4 Evaluation

Results from our system can be seen in Table 2. The runs
differ only in the configuration of the parameters. Since
we compare predicate-argument structures, one parameter
is the fuzzy threshold defining when we consider two PAS

Run IDs
1. 2. 3.
Accuracy 2-way | 0.51 | 0.51 | 0.54
Accuracy 3-way | 0.43 | 0.41 | 0.43

Table 2: Accuracy of our system for 3 runs with different
parameter settings

elements similar. In the first run, this threshold is set to 0.5
whereas in the second run we used a more strict threshold
of 0.7. In the third run we lowered the fuzzy threshold for
merging from 0.6 to 0.4.

Detailed results for the 3-way task can be seen in Ta-
ble 3. This ranks our system in the lower 25% of all
participants for this task. As can be seen the most errors
occured by classifying relations as “unknown” whereas
they are actually “entailed”.

We also ran our system on a subset of previous RTE
data (Bar-Haim et al., 2006) and achieved accuracy of
58% for the 2-way classification task using the MiniPar
parser (Krestel et al., 2007b). For last years PASCAL
challenge we participated with the same system in the
3-way classification task and achieved accuracy of 42%
using MiniPar and 45% using Rasp.

5 Conclusions

We showed that our Fuzzy Believer system can be used
to solve textual entailment tasks. The extension beyond
reported speech and the generality of our approach how-
ever limit the success. We are not able to compete against
highly specialized systems developed solely for RTE. Es-
sentially, the Fuzzy Believer was designed to build knowl-
edge bases from large amounts of complete newspaper
articles, while retaining a prescribed degree of consistency
through recognizing and removing inconsistent statements.
These capabilities are not used at all within the RTE set-
ting, where a statement contains typically only two sen-
tences each.

Results of our system on the RTE data of previous years
reveal an increasing level of difficulty in the task and an
improvement of the participating systems.
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