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I Update Summarization Task
* Task
I — main: produce a 100-word summary from a set of
10 documents (Summary A)
— update: produce a 100-word summary from a set
of subsequent 10 documents, with the

assumption that the information in the first set is
already known to the reader (Summary B)



I Update Summarization Task
®* 48 topics
I * 20 documents per topic in chronological order:

— main summary (first 10 documents)
— update summary (second 10 documents)

* 100 words per summary

* 4 model summaries
— one summary by topic creator



Data

* AQUAINT-2 Corpus

- part of LDC English Gigaword corpus 3" Ed.
- 2.5GB of text
— news articles Oct 2004 — Mar 2006:

* Agence France Presse

* Xinhua News Agency

* Los Angeles Times — Washington Post News Service
* New York Times

* Associated Press

* Average length of selected doc: 3368 wrds



I Topics

I * D0820D

Title: Submarine Rescue

Narrative: Describe efforts of the Russian navy to
rescue the trapped submariners and any assistance
provided by other countries. Include information
regarding the results of the rescue mission and the results
and consequences of the subsequent investigation into the
matter.



I Participants

I * 33 teams

®* 71 runs (up to 3 per team)
- manual evaluation for 1% and 2™ priority runs (57)
— automatic evaluation for all runs

* NIST baseline

— first sentence(s) of the most recent document
— up to 100 words




Manual Evaluation

* Overall Responsiveness

How well is the summary responding to the information need
contained 1n the topic statement? How good 1s the structure of the
summary and its linguistic quality?

* Overall Readability

What 1s the overall linguistic quality of the summary,
independent of content? Note the fluency, structure,

grammaticality, non-redundancy, referential clarity, focus,
coherence.



I Manual Evaluation

I * Overall Responsiveness

| TR 2 3, o 5

Very Poor Poor  Barely Acceptable Good Very Good

* Overall Readability

| 2, B, Ao, 5

Very Poor Poor  Barely Acceptable Good Very Good



I Manual Evaluation

* Pyramid framework (Passonneau et al., 2005)

Modell

Model3

\

Model2

Model4

i

Summary Content Units (SCUs):

- Mini-submarine trapped underwater (4)

- Mini-sub snagged by underwater cables (3)
- Britain sent a robotic vehicle (3)

- U.S. sent underwater vehicles (2)

- Japan sent four vessels (2)

- British arrived first (2)

- Crew taken for medical examination (1)

- Military submarine (1)

- Mini-sub trapped in eastern Russia (1)

- U.S. sent equipment (1)



I Manual Evaluation

* Pyramid framework (Passonneau et al., 2005)

SCU (4): Mini-submarine trapped underwater

contributorl:
contributor?2:
contributor3:

contributor4:

mini-submarine... became trapped... on the sea floor
a small... submarine... snagged... at a depth of 625 feet
mini-submarine was trapped... below the surface

A small... submarine... was trapped on the seabed



I Manual Evaluation

* Pyramid framework (Passonneau et al., 2005)
total SCU weight

SCOIC =

max SCU weight possible with average SCU count

Candidate Summary

- Mini-submarine trapped underwater (4)
- Mini-sub trapped in eastern Russia (1)
- U.S. sent equipment (1)

Total SCU count: 3
Total SCU weight: 6

Ml

M2

M3

- Mini-submarine trapped underwater (4)

- Mini-sub snagged by underwater cables (3) .
- Max weight

~ with 8 SCUs:
- Japan sent four vessels (2) 1 8

- British arrived first (2) |

- Crew taken for medical examination (1)

- Britain sent a robotic vehicle (3)
- U.S. sent underwater vehicles (2)

- Military submarine (1)

- Mini-sub trapped in eastern Russia (1)

- U.S. sent equipment (1)
score = o— =0.33

—Average model SCU count: 8 18



I Automatic Evaluation

* ROUGE (Lin, 2004)
I - ROUGE-2 recall: matching bigrams
- ROUGE-SU4 recall: matching skip-bigrams (skip up to 4
intervening words)

sent | call (obj)

* BE (Hovy et al., 2005) et they (subi)
- BE-HM: matching head-modifier pairs ~ cl!help (fon)

help | international (mod)
sent | out  (guest)

* Jackknifing for all metrics
— evaluate each model summary against remaning 3 models
— evaluate each automatic summary 4 times, each time against a different set of 3

models, average out



Results — Main vs Update

Macro-average per-topic scores

Responsiveness Readability Pyramid
models systems models systems  models systems
Summaries A 4.620 2.324* 4.786 2.347 0.663 0.260*
Summaries B 4.625 2.024* 4.800 2.337 0.630 0.204*

ROUGE-2 ROUGE-SU4 BE-HM
models systems models systems models  systems
Summaries A 0.117 0.079* 0.154 0.116* 0.078 0.038
Summaries B 0.117 0.068* 0.150 0.107* 0.089 0.039

* difference statistically significant with p < 0.05



Results — Models vs Systems
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Results — Models vs Systems

Macro-average submission scores

Responsiveness  Readability Pyramid
models 4.622* 4.792* 0.647*
systems 2.174* 2.342* 0.232*
ROUGE-2 ROUGE-SU4 BE-HM
models 0.117* 0.152* 0.084*
systems 0.074* 0.111* 0.045*

* difference statistically significant with p < 0.05



Results — Models vs Systems
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Manual Metrics - Correlation

* Overall Readability — evaluation of form
* Pyramid — evaluation of content
* Overall Responsiveness — evaluation of form + content

Correlation between average Responsiveness and average Readability/Pyramid

Pearson's Spearman's
models systems models systems
Readability 0.778* 0.763* 0.910* 0.750*
Pyramid 0.64 0.950* 0.46 0.941*

* correlation statistically significant with p < 0.05



Manual Metrics - Correlation
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Manual and Automatic Metrics

Correlation between Responsiveness score and ROUGE/BE

Pearson's Spearman's
models systems models systems
ROUGE-2 0.725* 0.894* 0.874* 0.920*
ROUGE-SU4 0.866* 0.874* 0.898* 0.909*
BE-HM 0.656 0.911* 0.683 0.910*

Correlation between Pyramid score and ROUGE/BE

Pearson's Spearman's
models systems models systems
ROUGE-2 0.276 0.946* 0.429 0.967*
ROUGE-SU4 0.457 0.928* 0.595 0.951*
BE-HM 0.423 0.949* 0.309 0.950*

* correlation statistically significant with p < 0.05



I Conclusions

I * Update summaries more difficult for automatic systems

than main summaries
- lower Overall Responsiveness
— lower Pyramid scores
* Gap between automatic and human summaries
— QOverall Responsiveness
— QOverall Readability
— Pyramid score

* NIST baseline best in Readability, low in content (Pyramid)
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