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o Rank probabilistically so that both words and sentences have
some generative aspect

o Once a model is built, quickly return a multi-document
summary given any query - just like search

o TAC gives us an excellent opportunity to evaluate and
get feedback for new models on summarization




Learning To Summarize

ooking at TAC in a different way

Can we build a topic model to add a nifty feature to web search engines: Inote the dummy interface herel

Are Sugar substitutes bad far you? search

documert 1 ... Splenda is anather papular one, but hecause the body doesn't recognize, it won't digest it, and
can actually maks you GAIN weight. Fructose is another extract of sugar. because it's natural. it's better far you
than aqual or sweet n low, but because the livar can't process it as quickly as pura sugar, it canverts inta
triglycerides, increasing your risk of heart disease

documert 2 .. Sugar has 16 calaries per spoanful, but rots your teeth, diminishes your ability to resorb calcium,
is addictive, makes you fat and causes diabetes. Honey contains about 20 calaries per teaspaon, but also at lzast
15 nutrients whereas sugar and artificial sugars hava none, The sweetness of honey allows you to use less than
sugar for the same sweetness. Honey enters the bloodstream slowly, 2 calaries per minute, while sugar enters
quickly at 10 calaries per minute, causing blaod sugars ta fluctuate rapidly and wildly.

documart % .. Aspartame and PKU - This sugar substituts, sold commercially as Equal and NutraSwest, was hailed
as the savior for dieters who for decades had put up with saccharine’s unpleasant after taste. There are quite a
few problems with aspartame. The first is phenylketanuria (PKU). One out of 20,000 babies is horn without the
ability to metaholize phenylalanine. ane ofthe two amina acids in aspartame

documart 4 ... | am severely addictad to sugar substitutes, initially worrying about my weight. the problzm with
that is, that the badythinks it's sugar, and kicks inwith insulin, and tries to give you a seratonin high, like sugar
can, but get's confused, because it is not sugar... and in answer to your question, sugar is definetely better for you
the substitutes, and it tells the brain that you are ingesting sugar, where the brain get's confused by the artificial,
dumps insulin. expacting a high blood sugar. which doesn't happen. so you crash. and feel hypoglycemic instead!

documert 5 ... Sugar has a bad reputation hecause mest peaple consume too much of it and don't realize it. It's
hidden in our faods. so we don't even taste it. It's callad "High Fructose Carn Syrup” it's in foods like Ketchup.
Syrup, Juices (that's right! Juices!), Dried or canned fruits, Sodas and other things you honestly wan't suspsct.
When our body has an over abundance of sugar, it stores as fat, so we can have a supply of energy in case we
starve

documert & ... Aspartame has been the subject of controversy regarding its safety and the circumstances of its
approval by the American FDA and European FSA. Aspartic acid, into which aspartame is metabalized. is & known
NMDA recaptor antaganist. Aspartame itself has besn shown to have antinocicsptive propertiss through ffecting
NMDA receptors in mice. Some studies have also recommended further investigation into possible cannections
between aspartame and negative effects such as headaches, brain tumors, brain lesions, and lymphoma

documart 7 ... | will try to answer all of your questions....

Yes they are really bad

they can lzad to cancer and other diseasss.

its not hype

it's bad bacause when it s broken down in the body. the chemicals are toxic

they are not worse than real sugar EXCEPT to diabstics who have to choose between the wars of the 2

there is a ‘qood’ substitute. | say good because nothing has been discoverad that makes it had'yet. That would be

(doc 9) The show stated Aspartame
turns into METHANOL in your body and
is like drinking FORMALDEHYDE!

(doc 1) Splenda is another popular
one, but because the body dossn't
recognize, the body wen't digest i, and
can actually make you GAIN weight.

(doc 2) The FDA has approved it for 5
mal Kg body waight, which is the least
of allthe sweeteners and comes out to
& cans of dit cola per day.

(doc 3) because aspartame is at the
ract of dissases such as aspartame
fibromaylagia, aspartame restless leg
syndrome, aspartame and migraines.
aspartame and vaginal irritation,
aspartame and turmors, aspartame
allergy. aspartame muttiple sclerosis,
bladder cancer aspartarme, aspartame
and cantral nervous system,
aspartamet infertility, aspartame and
sight control, aspartame and weight
gain, and aspartame P arkinsor's
Disease.

100 words
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Learning To Summarize The Problem Themes/Coherence Transitions Centering

LDA - A Basic Topic Model

Topic models do a great job in “thematically” structuring
unstructred “opened-up” datasets!

Cere©;

S

Figure 1: graphical model for Latent Dirichlet Allocation (LDA)

LDA assumes that an N-word document d arises from the following
generative process:

Draw 0 | o ~ Dirichlet(cx)
For each position n € {1,..., N}:
Draw topic assignment z, | 8 ~ Mult(0)
Draw word wi, | {2y, B1.5} ~ Mult(3,,)
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Learning To Summarize
Summarization Problem

Imagine the following scenario:

@ You are preparing for a particular exam and you don't know
what questions are going to come

o So firstly, you do a “mental theme structuring” of the
materials

o Secondly, you want to memorize some key “utterances”
corresponding to the themes e.g. sentences that are
“most easy to understand”

o Finally, when you get a question, you want to do the following:

o Figure out the specific theme that the question demands

o Choose some relevant utterances based on the text
corresponding to the theme

o Lastly, expand on these utterances by choosing words that
are discussed often in the theme
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Learning To Summarize
Key Challenge

How do we formalize “sentences” that “are
most easy to understand?”

o Discourse 1
@ Martha shot her husband Tom.
©Q She was abused by Tom for many years.
© Martha couldn't take it anymore.
@ She shot Tom as he was preparing to have supper.
o Discourse 2
©Q Her mother taught her to cook chicken potpies for supper.
©Q Tom had been abusing her for many years.
© The refrigerator motor started making noise as it's door was left
open.
@ Tom was shot as he was preparing to have supper.

What could be a sentence that is very easy to remember?
“Martha couldn’t take it anymore.” or “She was abused by Tom for
many years."”

e Discourse 2 - Attention is digressing!
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Learning To Summarize The Problem Themes/Coherence Transitions Centering

Borrowing Centering from Linguistics

As a simple example on attentional state and centering, consider the following:
o Discourse 1

@ Martha shot her husband Tom.

@ She was abused by Tom for many years.

©Q Martha couldn't take it anymore.

@ She shot Tom as he was preparing to have supper.
o Discourse 2a

@ Martha shot her husband Tom.

Q Tom had been abusing her for many years

© Martha couldn’t take it anymore.

© Tom was shot as he was preparing to have supper.

V.

Contextual Utterances and Attentional State - an example

e Discourse 1 is an example where the focus of attention is clearly on Martha

o |f we observe discourse 2a, there could be a retention of attention from Tom to
Tom

o If, however, in the first utterance the focus of attention be Martha, then there is
a focus shift in the next utterance

e Discourse 2a is thus less coherent than discourse 1 in terms of the effort to
understand the discourse i.e. discourse 1 has less inference load
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Learning To Summarize The Problem Themes/Coherence Transitions Centering

GSRts (Grammatical & Semantic Role transitions)

Contextual Utterances and GSRts

e we attributed words in a sentence with G GSRs like subjects, objects,
concepts from WordNet synset role assignments(wn) [e.g. WNdevice,
WNdisease, WNdrug], adjectives, VerbNet thematic role
assignment(vn) [e.g., VNcleaning, VNcovering, VNexamininig],
adverbs and “other” (if the feature of the word doesn't fall into the
previous GSR categories)
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Learning To Summarize

anding Coherence

A sample set of sentences

o (6) The major Christian groups include Chaldean - Assyrians, who make up Kana's
group, and Armenians.

@ (7) On Oct. 16, bomb attacks targeted five churches in Baghdad which
damaged buildings but caused no casualties.

o (8) Officials estimate that as many as 15,000 of Iraq’s nearly one million Christians
have left the country since August, when four churches in Baghdad and one in
Mosul were attacked in a coordinated series of car bombings.

@ (9) The attacks killed 12 people and injured 61 others.

o (10) Another church was bombed in Baghdad in September.

Table 1: Sentence Term GSR grid view of document - APW_ENG_20041204.0231 of D
from TAC2008

[ |SentencelDs || words... —
‘ sID protect attacks churches Baghdad Mosul ‘

H | | | |
[ b o e [
—— vn

wn wn wn

‘ subj

| | | |
e e S N S




Learning To Summarize The Problem Themes/Coherence Transitions Centering

Borrowing Centering from Linguistics

An “utterance” is an uttering of a sequence of words (usually
meaningful) at a certain point in the discourse.

Contextual Utterances and Attentional state

o The term “centers of an utterance’ is used to refer to those
entities serving to link that utterance to other utterances in the
discourse segment that contains it

o Attentional state contains information about the objects,
properties, relations, and discourse intentions that are most
salient at any given point

e Speaking loosely, attentional state models the discourse
participants’ foci of attention at any given point in the
discourse.

o Essentially, then the centers of utterances help identify
the attentional state
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Summarizing

e Attentional state models the relationship between foci to centers
of utterances

26 /40



Learning To Summarize The Problem Themes/Coherence Transitions Centering

Summarizing

Key facts
e Attentional state models the relationship between foci to centers

of utterances
e Centers are semantic objects, not necessarily words, phrases, or

syntactic forms
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Summarizing

Key facts
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The proposed method
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The Intricacies Adding GSRts to LDA LeToS-Core Summaries

Extending LDA to include GSRts

@ For each document, first generate T GSRts using a simple LDA model

@ Then for each of the Ny words, a GSRt is chosen and a word w, is drawn
conditioned on the same factor that generated the chosen GSRt

@ Instead of influencing the choice of the GSRt to be selected from an assumed
distribution (e.g. uniform or poisson) of the number of GSRts, the document
specific proportions are used

@ v is topic-coupled latent factor for the empirical proportion of the GSRts

The document generation process is shown in Fig. 2:

m For each document d € 1,..., M
— Choose a topic proportion 8|ax ~ Dir(cx)
, L] Choose topic indicator z¢|6 ~ Mult(0)
e ?@T Choose a GSRt r|zc = k, p ~ Mult(p,,)
(o Choose a GSRt proportion w|n ~ Dir(n)
@Q‘ g For each position n in document d
NGy [ Choose yu|m ~ Mult(7r)

) Choose a word wp|yn, = t,z, 8 ~ Mult(3, )
FIgU re 2: graphical model for the o

extended LDA . .
where n € {1,..., Ny} is the number of words in a document

de{l,.., M}
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The Intricacies Adding GSRts to LDA LeToS-Core Summaries

tences as Observed Variables

in our LeToS (Learning To Summarize) model, additionally, we have:

@ The sentences are sampled from Q; by choosing a GSRt proportion that is
coupled to the factor that generates r: through the observed w,

@ Strong coupling of 7r to 0 through the observed w, enforces the correspondence
between the GSRts, words and sentences

@ The coupling tries to group together most salient sentences interms of coherence
determined from an holistic view of the corpus

The document generation process is shown in Fig. 3:

For each document d € 1, ..., M
’ Choose a topic proportion 8|c ~ Dir(cx)
K Choose topic indicator z¢|0 ~ Mult(6)
“"Q) Choose a GSRt rt|ze = k, p ~ Mult(p,,)
Q 'Q {T‘ é T, Choose a GSR_t proportion |n ~ Dir(n)
T ) For each position n in document d:
- (o tr 4.-Q For each instance of Lftterall']ce sp for which w,
v Q,,— t’ n occurs in sp in document d:

e; (s Choose vp |7 ~ Mult()
N M K Choose yp ~ vpd(w, €

s,
P
Choose a sentence s, ~ Mult(Sy,)

Flgu re 3: graphical model for LeToS Choose a word wyly, = t,2, 8 ~ MUIt(ﬁZyn)
where p € {1, ..., Py} is the number of sentences in a document
d € {1,..., M}; Tg is the number of all possible GSRts in the corpus.
v v
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The Intricacies Adding GSRts to LDA LeToS-Core Summaries

Summaries from LeToS

Scoring sentences

o lterate over the data to fit the parameters

o For each query and a set of relevant docs, infer the hidden
variables very quickly using Variational Bayes

o Score sentences as, p(sqp|Wq) <
SR K Capedari(Naiebani Y diXae )5 (Wi € Sap)

o Further, the sentences are scored over only “rich” GSRts
which lack the "—— — ——" transition

Key observation

o Sentences are selected in the vicinity of highly factual
sentences - topic based query expansion proved helpful

@ An important future direction will be to incorporate entity
topic contexts that affects selection of sentences
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Results and Conclusions
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Results

opics under LDA and LeToS

@ “Follow the legal proceedings in the criminal trials of Tyco Chief Dennis
Kozlowski"”

@ “Trace developments in the trial of Ripudaman Singh Malik and Ajaib Singh
Bagri, two suspects in the Air India bombings”

@ “Describe preparations for Hurricane Rita and estimates of its strength”

Some most probable words under LDA Some most probable words under LeToS
topics for TAC2009 topics for TAC2009

topicl6 topic36 topic22 topich8 topicl topic28
Kozlowski bombings | Hurricane Kozlowski Malik Hurricane
million Malik Rita Tyco bombs Rita
Tyco Sikhs evacuations million India evacuated
company Bagri Texas company Sikh storms
trial India Louisiana loan killing Texas
Swartz case area trial Flight Louisiana
loans killed state Swartz Bagri area
charges year category employees Air_India Katrina
Chief flight Katrina Prosecutors | murder Gulf
prosecutor witnesses | Wednesday bonuses trial Wednesday|
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Results

Summary Sentence Validating Coherence

e An example summary sentence from folder DO906B-A of TAC2009 “A” timeline is:
“A fourth day of thrashing thunderstorms began to take a heavier toll on

southern California on Sunday with at least three deaths blamed on the rain, as
flooding and mudslides forced road closures and emergency crews carried out harrowing
rescue operations.”

e The next two contextual sentences in the document of the previous sentence are: “In
Elysian_Park, just north of downtown, a 42-year-old homeless man was killed and
another injured when a mudslide swept away their makeshift encampment.” AND
“Another man was killed on Pacific_.Coast_Highway in Malibu when his sport utility
vehicle skidded into a mud patch and plunged into the Pacific Ocean.” .

> If the query is “Describe the effects and responses to the heavy rainfall and
mudslides in Southern California,” observe the focus of attention on mudslides as

subject in the first two sentences in Table. 4

[ southern| California] mudslides| mud | rain [ man [ vehicle [ deaths | killed |
nn wn subj —— wn —— —— wn ——
— — subj = == (sl [ == | =—= |
—_— —_— —_— wn —— subj subj —_— vb

sentence-GSR grid for a sample summary document slice
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Results Topics Sample Summary PYRAMID

Overall Pyramid Performance (Corrected)

Overall Pyramid scores for LeToS Summaries for TAC2009

A timeline Pyramid scores Average: 0.3024 (Modified Rank = 13" of 52)
B timeline Pyramid scores Average: 0.2601 (Modified Rank = 9 of 52)

Overall Pyramid scores for Baseline Summaries! for TAC2009

A timeline Pyramid scores Average: 0.175
B timeline Pyramid scores Average: 0.160

!Baseline returns the first 100 words from the most recent document
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Part IV

The End
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The End

That's all folks - Thanks!
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