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Abstract

We describe the SYDNEY submission to the
TAC 2015 event nugget detection shared task.
Development experiments explore the contri-
bution of features aimed at improving gen-
eralisation. They indicate that Brown clus-
ter, Nomlex and WordNet features are comple-
mentary with more improvement from Word-
Net features. Final submissions differ in the
number of negative examples ued for training
trigger detection, with 10% subsampling re-
sulting in our best f-score of 51.97.

1 Introduction

Event trigger detection challenges include limited
training data, difficult generalisation to unseen data
and a highly skewed class distribution. Many pre-
vious approaches use a pipelined approach of event
trigger detection followed by event type classifica-
tion (Ahn, 2006; Chen and Ji, 2009) We follow pre-
vious work in formulating the problem as a token-
level classification task. We use BIO1 labelling to
minimise sparsity. And we subsample negative ex-
amples to manage class imbalance, preventing the
classifier from having a detrimental bias.

To address low recall, we evaluate several features
aimed at improving generalisation. These are based
on Brown clusters, Nomlex and WordNet. Devel-
opment experiments suggest that these are comple-
mentary. WordNet is the strongest feature by far,
improving f-score by 14 points over a classifier with
all other features combined. Final submissions in-
clude systems trained with 5%, 10% and 15% sub-
sampling of negative examples. 10% performs best
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with precision of 66.77, recall of 42.53 and f-score
of 51.97. The system’s overall ranking is fifth.

2 Approach

We built our initial system with a ME classifier. Fea-
tures include lexical and semantic information from
the current token and surrounding context.

The event trigger could be a phrase and requires
encoding scheme to represent the chunks. We ex-
perimented with Begin Inside Outside 1 (BIO1) and
Begin Inside Outside 2 (BIO2) encodings (Sang and
Veenstra, 1999) — see table 1. Preliminary results
showed little impact on accuracy. However, one of
the issues with this task is data sparsity. Some event
subtypes have few observations in the corpus. BIO2
encoding increases the total number of categories for
the dataset. Thus make the data sparsity issue worse.
Therefore we decided to use the BIO1 encoding for
the rest of the experiment.

Word | BIO1 BIO2
He 0] 0]
has (0] 0]
been 0] 0]
found | I-Justice.Convict B-Justice.Convict
guilty | I-Justie.Convict  I-Justice.Convict
for 0] 0]
the (0] 0]
murder | I-Life.Die B-Life.Die
0] (0]

Table 1: BIOI and BIO2 encoding comparison. “O” rep-
resents no event.

The other issue we found is that the data is very



unbalanced. Most of the tokens are not event trig-
gers. To overcome this issue, we have tried vari-
ous sub-sampling of the negative observations (none
event tokens). We found that randomly sampling
10% of the negative examples for training works
well here.

2.1 Out-of-vocabulary Issue

One of the issue with event trigger detection is data
sparsity and out-of-vocabulary (OOV) issue. At to-
ken level, there are 1,700 events in the development
set. There are 456 (26.82%) tokens not observed in
the training set. Further there are 197 (11.59%) to-
kens only appear in training set twice or less.

For example, below is a Life.Die event in the de-
velopment set that is not in the training set.

Tamil Self-Immolation

This is one of the challenge for event trigger de-
tection. It is evident in our results that the precision
is much higher than the recall. The low recall still
remain as the bottleneck.

2.2 Features

The features are divided into four different groups.
They are:

Feature set 1 (FS1): Basic features including fol-
lowing.

e Current token: Lemma, POS, named entity
type, is it a capitalised word.

e Within the window of size two:  uni-
grams/bigrams of lemma, POS, and name en-

tity type.
e Dependency: governor/dependent  type,
governor/dependent type + lemma, gov-

ernor/dependent type + POS, and gover-
nor/dependent type + named entity type.

Feature set 2 (FS2): Brown cluster trained on
Reuters Corpus Volume 1 (RCV1) corpus! with pre-
fix of length 11, 13 and 16.

Feature set 3 (FS3): Base form of the current
token extracted from Nomlex>.

Feature set 4 (FS4): 1. WordNet features includ-
ing hypernyms and synonyms of the current token.

"http://metaoptimize.com/projects/wordreprs/
“http://nlp.cs.nyu.edu/nomlex/

3 Experimental Setup

3.1 Dataset and Evaluation Metric

TAC 2015 dataset (LDC2015E73) is used for the ex-
periment. The corpus has total 158 documents with
two genres: 81 newswire documents and 77 discus-
sion forum documents.

The performance is measured using the TAC 2015
event mention scorer.> The F1 score is computed us-
ing precision P and recall R for the given true pos-
itives TP, the number of system mentions Ng, and
the number of gold mentions Ng.

P:E;R:E;Flz 2P

Ng N¢g P+R
To measure the event trigger boundary and la-
bel performance, we use the micro average “men-
tion_type” results from the scorer. An event trigger
is counted as correct only if the boundary, the event
type and the event subtype are all correctly identi-

fied.

The dataset is split into 80% for training (126 doc-
uments) and 20% for development (32 documents).

3.2 Event Trigger Detection

The preprocessing steps take raw data and perform
tokenisation, sentence split, POS tagging, name en-
tity recognition, constituency parse and dependency
parse using Stanford CoreNLP.*

We used supervised methods to detect event trig-
gers and classify realis. Scikit-learn (Pedregosa
et al., 2011) was used to train our ME classifiers.
A ME classifier was trained to detect and label
the events. The Limited-memory Broyden-Fletcher-
Goldfarb-Shanno (L-BFGS) algorithm was used as
the solver for the ME model. We also trained a sep-
arate ME classifier to label realis.

One disadvantage with this approach is the model
will miss double tagged triggers. TAC 2015 shared
task is different from previous event tasks such as
TAC 2014 and Automatic Content Extraction (ACE)
2005. It is possible for a token to have multiple
events. This is common with Conflict.Attack and
Life.Die events. There are about five percent such
tokens. Our model will only give one label per to-
ken. Hence miss the double tagged events.

3Scorer available at http://hunterhector.github.io/EvmEval/
*http://nlp.stanford.edu/software/corenlp.shtml



3.3 Feature Set Evaluation

We perform a cumulative analysis to quantify the
contribution of different feature sets to the classi-
fier’s performance. Table 2 shows the impact of each
feature set on the model. The feature set 2 (Brown
cluster) helped with recall and precision. The recall
is further boosted by feature set 3 (Nomlex) and fea-
ture set 4 (WordNet). The most contribution is from
feature set 4 that has increased recall by 16.89%.

System | R F1
ME FS1 54.87 20.68 30.04
ME FS1+FS2 57.00 24.68 34.45
ME FS1+FS2+FS3 59.68 26.59 36.79
ME FS1+FS2+4FS3+FS4 | 61.03 43.48 50.78

Table 2: Feature comparison on “mention_type” perfor-
mance.

4 Results

We submitted three runs:

Run 1: Sub-sampling 10% negative observation.
Run 2: Sub-sampling 5% negative observation.
Run 3: Sub-sampling 15% negative observation.

Table 3 shows the “mention_type” results from
each run and compare to the top rank system. The
metrics are from scorer’s “mention_type” micro av-
erage. The Run 1 has the highest F-score ranked
sixth in this metric category. However, Run 2 has
the highest recall and Run 3 has the highest preci-
sion. We find sub-sampling negative observations at

10% gives a good balance of precision and recall.

System P R F1

Rank #1 | 75.23 47.74 58.41
Runl1 | 66.77 4253 51.97
Run2 | 56.89 47.70 51.89
Run3 | 70.29 3994 50.94

Table 3: System “mention_type” micro average perfor-
mance comparison.

The evaluation results (51.97 F-score) match
closely to our development results (50.78 F-score).

All the results have higher precision (56.89% -
70.29%) than recall (42.53% - 47.70%).

Table 4 shows the combined performance of
the two classifiers for “mention_type” and ‘re-
alis_status”. Both Run 1 (10%) and Run 2 (5%) has
similar F-score. The Run 2 system ranked fifth over-
all. Again 10% gives reasonable trade off between
precision and recall.

System P R F1

Rank #1 | 56.98 36.16 44.24
Runl | 50.30 32.04 39.14
Run2 | 43.12 36.16 39.33
Run3 | 5313 30.19 38.50

Table 4: System overall (mention_type+realis_status) mi-
cro average performance comparison.

5 Conclusion

We built an event trigger detection system and eval-
uate the performance using TAC 2015 corpus. We
analysed the effectiveness of the features and the
impact on classifier performance. Brown cluster
information increased recall and precision slightly.
Nomlex further improve the results. WordNet fea-
tures give significant boost to the performance with
13.99% absolute F-score. Finally, different sub-
sampling of negative observations give us trade off
between precision and recall.
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