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Key phrases for per:spouse
- wife
- and
- president
- lives with
- understands
- married to
Limitations of Distant Supervision

Barack Obama \text{Entity 1} \text{Entity 2} Michelle Obama

- wife \rightarrow \text{High frequency signal}
- and \rightarrow \text{Global background noise} \rightarrow \text{Not expressing a relation}
- president \rightarrow \text{Entity background noise} \rightarrow \text{Freebase selection bias}
- lives with \rightarrow \text{High correlation noise} \rightarrow \text{Only valid in some entity pairs}
- understands \rightarrow \text{Other relation noise} \rightarrow \text{They might have other relations}
- married to \rightarrow \text{Low frequency signal}
Asking in another direction?

Barack Obama ... wife ... ______
Barack Obama ... and ... ______

P( ___ = Michelle Obama)

Hard to accurately estimate this when corpus is not large enough
Distant supervision (after applying several noises removal techniques)

After applying search engine supervision

Lower their influence on Universal Schema
Results
### TAC 2016 Component Testing

The recall is low because we don’t include Chinese query and Chinese corpus.

<table>
<thead>
<tr>
<th>KB, XLING</th>
<th>Hop0</th>
<th></th>
<th>Hop1</th>
<th></th>
<th>Total</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prec</td>
<td>Recall</td>
<td>F1</td>
<td>Prec</td>
<td>Recall</td>
<td>F1</td>
</tr>
<tr>
<td>USchema</td>
<td>0.475</td>
<td>0.015</td>
<td>0.028</td>
<td>0.071</td>
<td>0.003</td>
<td>0.005</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.421</td>
<td>0.038</td>
<td>0.069</td>
<td>0.106</td>
<td>0.018</td>
<td>0.030</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SF, ENG</th>
<th>Hop0</th>
<th></th>
<th>Hop1</th>
<th></th>
<th>Total</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prec</td>
<td>Recall</td>
<td>F1</td>
<td>Prec</td>
<td>Recall</td>
<td>F1</td>
</tr>
<tr>
<td>DS</td>
<td><strong>0.244</strong></td>
<td>0.168</td>
<td>0.199</td>
<td><strong>0.500</strong></td>
<td><strong>0.013</strong></td>
<td><strong>0.025</strong></td>
</tr>
<tr>
<td>SES+DS</td>
<td>0.229</td>
<td><strong>0.203</strong></td>
<td><strong>0.215</strong></td>
<td>0.444</td>
<td>0.013</td>
<td>0.025</td>
</tr>
</tbody>
</table>
# TAC 2016 Results

## LDC Max All Micro Scores

<table>
<thead>
<tr>
<th>SF</th>
<th>Hop0 (ENG: 350, SPA: 150)</th>
<th>Hop1 (ENG: 185, SPA: 53)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prec</td>
<td>Recall</td>
<td>F1</td>
</tr>
<tr>
<td>2015 system</td>
<td>0.302</td>
<td>0.154</td>
<td>0.204</td>
</tr>
<tr>
<td>2016 system</td>
<td>0.229</td>
<td>0.203</td>
<td>0.215</td>
</tr>
<tr>
<td>Spanish</td>
<td>0.1364</td>
<td>0.285</td>
<td>0.187</td>
</tr>
</tbody>
</table>

## 2015 KB evaluation

<table>
<thead>
<tr>
<th>2015 system</th>
<th>Prec</th>
<th>Recall</th>
<th>F1</th>
<th>Prec</th>
<th>Recall</th>
<th>F1</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015 system</td>
<td>0.227</td>
<td>0.149</td>
<td>0.192</td>
<td>0.038</td>
<td>0.097</td>
<td>0.054</td>
<td>0.120</td>
</tr>
</tbody>
</table>

## 2016 KB evaluation

<table>
<thead>
<tr>
<th>2015 system</th>
<th>Hop0</th>
<th>Hop1</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prec</td>
<td>Recall</td>
<td>F1</td>
<td>Prec</td>
</tr>
<tr>
<td>2015 system</td>
<td>0.390</td>
<td>0.128</td>
<td>0.192</td>
</tr>
<tr>
<td>2016 system</td>
<td>0.271</td>
<td>0.154</td>
<td>0.196</td>
</tr>
<tr>
<td>Spanish</td>
<td>0.280</td>
<td>0.121</td>
<td>0.169</td>
</tr>
</tbody>
</table>
Result Summary

• Compositional Universal Schema (LSTM) improves recall significantly.

• Search engine supervision cleans training data well.

• Universal Schema can be effectively applied to the language with low resources.

• Our 2015 system is scored much better in this year.
  • Need further investigation.
Q & A