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Abstract

We describe our submission at TAC 2017
for extracting entities and relations of
interest from drug labels. We employ
an end-to-end relation extraction system
which jointly extracts both entities and re-
lations. The task of end-to-end relation
extraction consists of identifying bound-
aries of entity mentions, entity types of
these mentions and appropriate semantic
relation for each pair of mentions. Based
on our earlier work (Pawar et al., 2017),
a single neural network model (“All Word
Pairs” model i.e. AWP-NN) is trained to
assign an appropriate label to each word
pair in a given sentence for performing
end-to-end relation extraction. Moreover,
we build an ensemble of multiple AWP-
NN models to achieve better performance
than the individual models. We achieved
73.18% and 24.79% F-measures for entity
and relation extraction, respectively.

1 Introduction

Our team TRDDC IIITH participated in two tasks
of the TAC 2017 track “Adverse Reaction Extrac-
tion from Drug Labels” : Task 1 (extracting enti-
ties of interest) and Task 2 (identifying relations
of interest among the extracted entities). Task 1
is similar to traditional NLP task of Named En-
tity Recognition and Task 2 is similar to relation
identification task. In this paper, we describe our
system for TAC 2017 submission. Here, entity
types of interest in Task 1 are : AdverseReaction,
Severity, Factor, DrugClass, Negation and Ani-
mal. Relations of interest in Task 2 are : Negated,
Hypothetical and Effect.

The task of end-to-end relation extraction con-
sists of three sub-tasks: i) identifying boundaries

of entity mentions, ii) identifying entity types of
these mentions and iii) identifying appropriate se-
mantic relation for each pair of mentions. This
is in contrast with pure relation extraction tech-
niques (GuoDong et al., 2005; Jiang and Zhai,
2007; Bunescu and Mooney, 2005; Qian et al.,
2008) which assume that for a sentence, gold-
standard entity mentions (i.e. boundaries as well
as types) in it are known. We propose to use end-
to-end relation extraction system to jointly address
both the tasks of entity extraction (Task 1) and re-
lation extraction (Task 2).

Traditionally, the three sub-tasks of end-to-end
relation extraction are carried out serially in a
“pipeline” fashion. In this case, the errors in any
sub-task affect subsequent sub-tasks. Another dis-
advantage of this “pipeline” approach is that it
allows only one-way information flow, i.e. the
knowledge about entities is used for identifying re-
lations but not vice versa. Hence to overcome this
problem, several approaches (Roth and Yih, 2004;
Roth and Yih, 2002; Singh et al., 2013; Li and Ji,
2014) were proposed which carried out these sub-
tasks jointly rather than in “pipeline” manner.

In our earlier work (Pawar et al., 2017), we pro-
posed the “All Word Pairs” neural network model
(AWP-NN) which reduces solution of the three
sub-tasks to predicting an appropriate label for
each word pair in a given sentence. End-to-end
relation extraction output can then be constructed
easily from these labels of word pairs. In this
work, we propose to create an ensemble of mul-
tiple such AWP-NN models to achieve better per-
formance.

2 Problem Definition

Given a sentence as an input, an end-to-end rela-
tion extraction system is expected to produce a list
of entity mentions within it. For each entity men-



Entity Mention Entity Type
allergic5 reactions6 AdverseReaction
anaphylaxis8 AdverseReaction
may9 Factor

Table 1: Expected output of end-to-end relation
extraction system for entity mentions

Entity Mention Pair Relation Type
allergic reactions, may Hypothetical
anaphylaxis, may Hypothetical

Table 2: Expected output of end-to-end relation
extraction system for relations

tion, its boundaries and entity type should be iden-
tified. Also, for each pair of valid entity mentions,
it should decide whether any pre-defined semantic
relation holds between them.

Consider the sentence : Like0 any1
injectable2 drug3 ,4 allergic5
reactions6 and7 anaphylaxis8 may9
occur10 .11 Here, end-to-end relation extrac-
tion should produce the output as shown in the
tables 1 and 2.

3 All Word Pairs Model (AWP-NN)

We employ the AWP-NN (All Word Pairs model
using Neural Networks) model (Pawar et al.,
2017) which is a single joint model for address-
ing all three sub-tasks of end-to-end relation ex-
traction : i) identifying boundaries of entity men-
tions, ii) identifying entity types of these mentions
and iii) identifying appropriate semantic relation
for each pair of mentions. Here, annotations of all
these three sub-tasks are represented by assigning
an appropriate label to each pair of words. It is
not necessary to assign label to all possible word
pairs; rather ith word is paired with jth word only
when j ≥ i. AWP-NN model is motivated from
the table representation idea proposed by Miwa
and Sasaki (2014) but differs significantly from it
in following ways:

1. boundary identification is modelled with the
help of a special relation type (WEM) instead
of BIO (Begin, Inside, Other) encoding or
BILOU (Begin, Inside, Last, Unit, Other) en-
coding

2. neural network model for prediction of ap-
propriate label for each word pair instead of
structured prediction

Labels predicted by the AWP-NN model for
each word pair are then used for constructing the
end-to-end relation extraction output as described
in tables 1 and 2.

Consider the example sentence from Section 2.
Table 3 shows true annotations of all word pairs in
this sentence as required for training the AWP-NN
model. Overall, 12 labels are used for this anno-
tation, which can be grouped into the following 5
logical clusters:

1. AdverseReaction, Severity, Factor, Drug-
Class, Negation and Animal : Represent
entity type of head word of an entity men-
tion when both the words in a word pair are
the same

2. OTH : Represents words which are not head
words of any entity mention and both the
words in a word pair are the same

3. Negated, Hypothetical and Effect : Repre-
sent relation type between head words of any
two entity mentions

4. NULL : Indicates that no pre-defined seman-
tic relation exists between the words in the
word pair

5. WEM (Within Entity Mention) : Indicates
that the words in the word pair belong to the
same entity mention and one of the word is
the head word of that mention

Head word of an entity mention: In order to
annotate word pairs with an appropriate label as
described above, it is important to identify head
words of entity mentions. For single word entity
mentions, identifying head word is trivial. For any
multi-word entity mention, we examine each word
in that mention from right hand side. If depen-
dency parent of any word lies outside the entity
mention or it is the root of the sentence, then that
word is identified as the head word. Following are
some examples of mentions and their respective
head words:

1. anaphylaxis↔ anaphylaxis

2. allergic reactions↔ reactions

3. pain in stomach↔ pain



Like any injectable drug , allergic reactions and anaphylaxis may occur .
Like O ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥
any O ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥

injectable O ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥
drug O ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥
, O ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥

allergic O WEM ⊥ ⊥ ⊥ ⊥ ⊥
reactions AR ⊥ ⊥ Hypo ⊥ ⊥

and O ⊥ ⊥ ⊥ ⊥
anaphylaxis AR Hypo ⊥ ⊥

may Factor ⊥ ⊥
occur O ⊥

. O

Table 3: Annotation of all word pairs as per the AWP-NN model (AR: AdverseReaction, Hypo: Hy-
pothetical, O: OTH, ⊥: NULL)

3.1 Features for the AWP-NN model

Each word pair constitutes a separate instance for
classification for the AWP-NN model. Features
used by AWP-NN model are of three types: i)
features characterizing individual word in a word
pair, ii) features characterizing properties of both
the words at a time and iii) features based on feed-
back, i.e. predictions of preceding instances.

3.1.1 Individual word features

These features are generated separately for both
the words in a word pair.
1. Word itself and its POS tag
2. Previous word and previous POS tag
3. Next word and next POS tag
4. Parent / Governor of the word in the depen-
dency tree, the corresponding dependency relation
type and POS tag of the parent

3.1.2 Word pair features

These features are generated for a word pair (say
〈Wi,Wj〉) as a whole.
1. Words distance (WD): Number of words in the
sentence between the words Wi and Wj

2. Tree distance (TD): Number of words on the
path leading from Wi to Wj in the sentence’s de-
pendency tree
3. Common Ancestor (CA): Lowest common an-
cestor of the two words in the dependency tree
4. Ancestor Position (AP): It indicates the posi-
tion of the common ancestor with respect to the
two words of a word pair. Different possible po-
sitions of the ancestor are - left of Wi, Wi itself,
between Wi and Wj , Wj itself and right of Wj .
5. Dependency Path (DP1, DP2, · · · , DPK) : Se-
quence of dependency relation types (ignoring di-
rections) on the dependency path leading from Wi

to Wj in the sentence’s dependency tree.

3.1.3 Feedback features
These features are based on predictions of the
preceding instances. Unlike other sequence la-
belling problems such as Named Entity Recog-
nition where each word gets a label and there is
natural order / sequence of instances (i.e. words),
there is no natural order / sequence of instances
(i.e. word pairs) for AWP-NN model. Hence,
for each instance we identify its two preceding
instances and define two corresponding feedback
features (FB1 and FB2). Let 〈Wi,Wj〉 be an in-
stance representing a word pair in a sentence hav-
ing N words such that 1 ≤ i, j ≤ N and i ≤ j.
There are following two cases for identifying two
preceding instances of 〈Wi,Wj〉:

• If i = j then both the preceding instances are
same i.e. 〈Wi−1,Wi−1〉. Feedback features:
FB1 = FB2 = LabelOf(〈Wi−1,Wi−1〉)

• If i < j then the preceding instances are
〈Wi,Wi〉 and 〈Wj ,Wj〉. Feedback features:
FB1 = LabelOf(〈Wi,Wi〉) and FB2 =
LabelOf(〈Wj ,Wj〉)

Label predictions of the preceding instances are
then represented using one-hot encoding and used
as features. During training, true labels of the pre-
ceding instances are used but while decoding, the
predicted labels of these instances are used. Hence
during decoding, predictions for word pairs of the
form 〈Wi,Wi〉 (diagonal word pairs in the table 3)
are obtained first, starting from i = 1 to N . Pre-
dictions of other word pairs can be obtained later,
as predictions of their preceding instances would
then be available.

3.2 Architecture of the AWP-NN model

Figure 1 shows various major components in the
architecture of the AWP-NN model.



Figure 1: AWP-NN model architecture for predicting appropriate label for the given word pair. (W1,W2:
words in the word pair; NW1, PW1, NW2, PW2, NT1, PT1, NT2, PT2: next and previous words/POS
tags of W1 and W2; Pa1, DR1, Pa2, DR2: parents and corresponding dependency relation types of W1

and W2 in the dependency tree; PaT1, PaT2: POS tags of the parents of W1 and W2; FB1, FB2: Pre-
dictions of the preceding instances; CA: Lowest common ancestor of W1 and W2 in the dependency tree;
TD: Tree distance; WD: Words distance; AP : Ancestor position; DP1, DP2, · · · , DPK : Sequence of
dependency relation types on the dependency path leading from W1 to W2; Embedding layers for words,
POS and dependency relations are shown separately for clarity, but are shared throughout the network.

3.2.1 Embedding Layers

Most of the features used by the model are discrete
in nature such as words, POS tags, dependency re-
lation types and ancestor position. These discrete
features have to be mapped to some numerical rep-
resentation and embedding layers are used for this
purpose. We have employed following embedding
layers to represent various types of features:
Word embedding layer: It maps each word
to a real-valued vector of some fixed dimen-
sions. We initialize this layer with the pre-trained
100 dimensional GloVe word vectors1 learned on
Wikipedia corpus. All the different features which
are expressed in the form of words (W1, W2,

1http://nlp.stanford.edu/projects/glove/

NW1, PW1, NW2, PW2, Pa1, Pa2 and CA in
the figure 1) share the same word embedding layer.
During training, the initial embeddings get fine-
tuned for our supervised classification task.
POS embedding layer: It maps each distinct POS
tag to some real-valued vector representation. All
the different features which are expressed in the
form of POS tags (T1, T2, NT1, PT1, NT2, PT2,
PaT1 and PaT2 in the figure 1) share the same
embedding layer.
Dependency relation type embedding layer:
It maps each distinct dependency relation type
to some real-valued vector representation.
All the features based on dependency types
(DR1, DR2, DP1, · · · , DPK in the figure 1) also
share the same embedding layer.



AP embedding layer: It maps each distinct an-
cestor position to some real-valued vector repre-
sentation.
WD/TD embedding layer: Even though word
distance (WD) and tree distance (TD) are numer-
ical features, we used embeddings to represent
each distinct value for them as range of values of
these features is large. It was observed to be better
than directly providing them as inputs to the neural
network.

In our experiments, we used 20 dimensions for
POS embeddings, 40 for dependency relation type
embeddings and 5 dimensions for AP, WD and TD
embeddings. Unlike word embeddings these were
initialized randomly during training.

3.2.2 Hidden Layers
First hidden layer is divided in 3 parts. First
two parts of 60 nodes each are connected to only
the features capturing first and second word, re-
spectively. These nodes are expected to capture
higher level abstract features of both the words
separately. In order to force these two parts to
learn similar abstract features, the weights matrix
is shared among them. The third part of the first
hidden layer consisting of 500 nodes is connected
to all the input features except dependency path,
i.e. individual word features of two words, word
pair features and feedback features. Output of this
part is further given as input to the second hidden
layer of 250 units. Output of the second hidden
layer is fed to the final softmax layer. Also, out-
puts of the first two parts of the first hidden layer
are directly connected to the final softmax layer.
As the dependency path is represented as a se-
quence of dependency relation types, it is fed to a
separate LSTM layer. Output of the LSTM layer is
directly connected to the final softmax layer. Soft-
max layer consists of 12 nodes, each representing
one of the possible prediction label described ear-
lier.

3.3 Ensemble of multiple AWP-NN models

As neural networks are initialized randomly, if we
train a neural network model multiple times, each
time it converges to a different set of model param-
eters and hence different predictions are obtained
each time. Hence, we propose to train multiple
such models and create an ensemble classifier with
multiple AWP-NN models as base classifiers.

AWP-NN model predicts one of the class label
out of 12 possible classes, for each word pair. It

also outputs a probability distribution over these
12 classes. As discussed already, each different
run produces a different set of AWP-NN model pa-
rameters and hence produces different probability
distributions for each word pair. We train n dif-
ferent AWP-NN models as a result of n different
runs. An ensemble of n AWP-NN models is cre-
ated by simply averaging out their n output prob-
ability distributions for each word pair. It can be
observed in the table 4 that the ensemble models
perform much better than stand-alone models.

3.4 Filtering Invalid Mentions and Relations

Task 1 specified that other than AdverseReac-
tions, mentions are only annotated when they
are related to an AdverseReaction by one of
the relations (Negated, Hypothetical and Ef-
fect). Hence, we consider mentions of entity types
other than AdverseReaction as invalid if they
are not related to any mention of AdverseReac-
tion. Such invalid mentions are removed as a post-
processing step.

For relation type in Task 2, valid entity types of
the argument mentions are specified. The relation
type Negated relates AdverseReaction to either
Negation or Factor. The relation type Hypo-
thetical relates AdverseReaction to either Ani-
mal, DrugClass or Factor. Similarly, the rela-
tion type Effect relates AdverseReaction to its
Severity. If any relation is predicted between two
entity mentions such that their entity types are not
compatible with the predicted relation type, then
it is considered as invalid prediction. And such
invalid relation predictions are removed as a post-
processing step.

4 Experimental Analysis

4.1 Dataset

We used 100 annotated drug labels for training our
AWP-NN models. The data was pre-processed
using Stanford CoreNLP toolkit (Manning et al.,
2014) for sentence detection, tokenization, Part-
of-speech tagging and dependency parsing.

For tuning the parameters, we did not use TAC
2017 drug labels dataset. Rather we used the
best parameter settings observed for the ACE 2004
dataset (Doddington et al., 2004) in our previous
work (Pawar et al., 2017). ACE 2004 dataset is
the most widely used dataset for reporting relation
extraction performance. The details of entity and
relation types can be found in Pawar et al. (2017).



4.2 Implementation details

We used Keras (Chollet, 2015) for implementing
our AWP-NN model. The model was trained for
40 epochs using batch size of 64 instances. We
used Dropout (Srivastava et al., 2014) for regular-
ization with probability 0.5 for hidden layers and
0.1 for embedding layers. The value of K (max-
imum length of dependency path, see Figure 1)
was set to be 4, hence all word pairs having length
of dependency path more than 4 were assumed to
have NULL label.

4.3 Results

The results in Tables 4 and 5 are divided in two
different sections:
1. only entity extraction: It includes boundary
identification as well as entity type classification.
2. entity+relation extraction: It is end-to-end re-
lation extraction which includes boundary identifi-
cation, entity type classification and relation type
classification. Here, correct relation label for an
entity mention pair is counted as a true positive
only if boundaries and entity types of both the
mentions are identified correctly.

Table 4 shows the comparative performances
(in terms of micro-F1 measure) for various ap-
proaches on the ACE 2004 dataset. It can be ob-
served that our ensemble approach improves the
end-to-end relation extraction performance signif-
icantly by 3% F-measure. Hence, we employ the
same approach with the same parameter settings
for entity and relation extraction from TAC 2017
drug labels dataset. Table 5 shows the entity and
relation extraction performance on the drug labels
dataset. The first row shows the results as per the
submitted version of our system output. 5 base
classifiers (AWP-NN models) were used in the en-
semble for ACE 2004 dataset whereas 3 base clas-
sifiers were used for drug labels dataset. After sub-
mission, we kept on analyzing the errors and made
some minor changes to word pair annotations in
training data. The second row shows the revised
results where relation extraction performance has
improved.

5 Conclusion and Future Work

In this paper, we described our submission at TAC
2017 for extracting entities and relations of inter-
est from drug labels. We employed an end-to-end
relation extraction system which jointly extracts
both entities and relations. We used AWP-NN (All

Word Pairs model using Neural Networks) based
on our earlier work (Pawar et al., 2017). AWP-
NN model is trained to assign an appropriate la-
bel to each word pair in a given sentence for per-
forming end-to-end relation extraction. Moreover,
we built an ensemble of multiple AWP-NN mod-
els to achieve better performance than the individ-
ual models. We achieved 73.18% and 24.79% F-
measures for entity and relation extraction, respec-
tively.

In this work, we have not used any specific do-
main knowledge from the health domain. In fu-
ture, we plan to explore various ways to incor-
porate such domain knowledge. Instead of using
word embeddings pre-trained on the Wikipedia
corpus, we would like to experiment with health
domain specific word embeddings. Also, we will
explore the use of Markov Logic Networks as they
are used in (Pawar et al., 2017) for incorporating
domain knowledge in the form of weighted first
order logic rules.
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